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A. Introduction

The decision to hand out a loan and price interest rates includes an assessment of the borrower’s credit risk. “Good” borrowers are separated from “bad” ones, credit default risk is predicted, and interest rates are calculated. Naturally, this involves distinguishing among applicants to make an informed choice. In the process, different groups of applicants emerge, some with excellent chances of obtaining attractively priced credit, others with reasonable chances, and some with low or no chances of affording interest rate payments or qualifying for a loan.

Lenders face transaction costs, uncertainty about an applicant’s credit default risk and they operate in an environment of imperfect competition. To reconstruct hidden fundamental information about borrowers they rely on observable variables. Historically, signals such as “capital, capacity, and character” were important clues towards fundamental information. Establishing them was a core part of the daily work of credit managers. Until the 1960s, a variable as qualitative and vague as “character” was “considered the foundation of consumer creditworthiness”.

Starting in the 1930s, lenders profited from advances in statistics. Reasonably good forecasts could be established based on a limited list of input variables. When deciding which input variables to use, lenders faced a choice: Comprehensive checks were slow in information gathering. They could identify most attractive candidates but were costly. Alternatively, a focus on limited and standardized input variables allowed for quick decisions which captured many, if not all potentially attractive borrowers. For most lenders, privileging speed and volume over comprehensive searches seemed, on balance, more attractive. This led to enormous market expansion based on standardized decision-making criteria. Politically, statistical approaches of this type were looked upon favorably. They seemed to replace “vague intuitions, personal prejudices, and arbitrary opinions” by something more mathematical and objective. They also held the promise of inclusion for groups which had found it hard to gain access to the financial system.

Today, a similar development is emerging with the advent of big data and machine learning algorithms. Digital technology has achieved more efficient and lower-cost delivery of financial services than ever before. Lenders can access data far beyond traditional financial variables, without compromising on speed and volume. One example is the use of borrower’s cash flow and data with the lender. However, as the popular remark “All data is credit data. We just don’t know how to use it

1 Bartlett et al. (2022); Brito/Hartley (1995); Parlour/Rajan (2001); Stiglitz/Weiss (1981); see Guseva/Rona-Tas (2001) on uncertainty and institutions which allow for reducing uncertainty to measurable risk.
2 Lauer (2017), pp. 199 et seq. on the five variables used by the mail-order firm Spiegel in the 1930s; tracing the historical development: Citron/Pasquale (2014), pp. 8 et seq.
5 Burrell/Fourcade (2021), p. 222 (“national trust infrastructure”).
8 FSB (2022), p. 11, worrying at the same time that some incumbent financial institutions prioritize market share through sales rather than operating profit.
yet” suggests, there is much more to explore. Online payment history, performance on lending platforms, age or sex, job or college education, ZIP code, income or ethnic background can all be relevant to predict credit default risk. Depending on a jurisdiction’s privacy laws more variables can be scrutinized. This includes, for instance, preferred shopping places, social media friends, political party affiliation, taste in music, number of typos in text messages, brand of smartphone, speed in clicking through a captcha exercise, daily work-out time, or performance in a psychometric assessment.

At first glance, availability of data along those lines promises to enhance access to credit markets, due to lower search costs for lenders. Lenders are aware that an applicant with a low credit score might still be a good credit risk and present an attractive business case for the lender. However, it is often not cost-efficient for the lender to invest in locating such “invisible prime” applicants. The lender will compare his search costs to the expected return on the loans he could hand out to applicants whose credit default risk is lower than what their score suggests. In the past, most lenders have found search costs for invisible primes to far outweigh the expected return. As described in more detail below, access to big data and ease of modelling via machine learning have significantly lowered search costs. For some invisible prime borrowers, this has raised hopes for inclusion through AI. At the same time, data on the extent of inclusion along those lines is still sparse and newer studies caution that minorities profit only disproportionately.

Framed as a question of economic efficiency from the micro-perspective of the lender, there is nothing wrong with using as many variables as cost-efficient. Market forces are assumed to single out the meaningful signals, lowering costs of information for the lender. Signaling of this type allows for risk-adjusted pricing according to the lender’s business model.

By contrast, understood as a question of anti-discrimination law, some signals must not be used. Under US law, the Fair Housing Act (FHA), Title VIII of the Civil Rights Act of 1968, proscribes rejection of a mortgage which is motivated by race, color, religion, sex, disability, familial status or national origin. The US Equal Credit Opportunities Act (ECOA) prohibits to deny a loan because of race, color, religion, sex, disability, marital status, age, national origin, receipt of income from a public assistance program or an applicant’s good-faith exercise of any right under the Consumer Protection Act. Under EU law, various Directives prohibit specific instances of discrimination.

---

10 Term proposed by Di Maggio et al. (2021), p. 2.
12 See below B.
15 Below D.II.1.a.
between private citizens.\textsuperscript{16} Most focus on employment discrimination, some rules cover access to goods and services which are publicly available.\textsuperscript{17} Credit underwriting is not usually understood as a publicly available service. Against this background, discriminatory lending practices have for a long time remained a matter of private law of the Member States.\textsuperscript{18} The 2021 proposal for a reform of the EU Consumer Credit Directive\textsuperscript{19} includes a novel rule that explicitly targets discrimination in the consumer loan context.\textsuperscript{20}

Anti-discrimination laws are applicable irrespective of whether lenders feel they are rejecting the applicant \textit{because of} attributes which these laws protect. Lenders might wish to point out that they deny a loan because of high credit default risk, for which the protected attribute is merely a useful signal. However, as I will explore in more detail below, this is not an accepted defense in an anti-discrimination case. It is prohibited for the lender to use an observable protected attribute, such as sex, to form beliefs about unobservable attributes, such as credit default risk.

Instead of relying explicitly on protected characteristics lenders might use other variables which correlate with a protected attribute. One example is part-time employment which often correlates with sex.\textsuperscript{21} More current examples concern big data, where first name, taste in music or preferred shopping places can correlate with race, sex, or religion.\textsuperscript{22} As discussed in more detail below, the fact alone that a variable correlates (even narrowly) with a protected attribute is not \textit{per se} grounds for an anti-discrimination case. Instead, plaintiffs must show that using the relevant variable triggers clusters of protected communities which are disproportionately faced with credit rejections or disadvantageous pricing. If this is the case, using the variable can violate anti-discrimination laws, even though the variable is facially neutral and does not fall under the list of protected attributes. US law addresses the concept as “disparate impact”, EU law as “indirect discrimination”.\textsuperscript{23} Both legal principles combine individual protection against discrimination with combatting structural exclusion.\textsuperscript{24} There is no US Supreme Court guidance so far on whether disparate impact doctrine applies to retail credit decisions.\textsuperscript{25} By contrast, secondary EU law, when prohibiting discrimination, has so far understood this to apply to both, direct and indirect discrimination. The anti-discrimination Directives mentioned

\footnotesize{\textsuperscript{16} Directive 2000/78/EC establishes a general framework for equal treatment and occupation; Directive 2006/54/EC concerns the implementation of the principle of equal opportunities and equal treatment of men and women in matters of employment and occupation; Directive 2000/43/EC implementing the principle of equal treatment between persons irrespective of racial or ethnic origin. The Directive addresses employment, vocational training, social protection, education and access to publicly available goods or services, including housing; Directive 2004/113/EC implements the principle of equal treatment between men and women in the access to and supply of public goods and services.

\textsuperscript{17} Below D.II.1.b.

\textsuperscript{18} For Germany see sec. 19, 20 \textit{Allgemeines Gleichbehandlungsgesetz} (General Act on Equal Treatment).

\textsuperscript{19} Consumer Credit Directive/2021.

\textsuperscript{20} Below D.II.1.b.

\textsuperscript{21} ECLI:EU:C:1999:60 (part-time employment is a paradigm case in EU anti-discrimination law).

\textsuperscript{22} For econometricians trying to measure bias, this can lead to omitted-variable-bias if the relevant variable is not observed by the econometrician. The model will then attribute the effect of the missing variable to the observable variables which were included, Dobbie et al. (2019), p. 1.

\textsuperscript{23} On the reception of US disparate impact principles into EU Law: Mangold/Payandeh in Mangold/Payandeh (2022), note 21, 105.

\textsuperscript{24} Mangold/Payandeh in Mangold/Payandeh (2022), note 106.

\textsuperscript{25} Langenbucher (2020) on comparing this to the EU approach on indirect discrimination; see Texas Department of Housing and Community Affairs v. Inclusive Communities Project, Inc., 135 S.Ct. 2507 (2015) on applying disparate impact doctrine to the Fair Housing Act which prohibits discrimination in home lending.
above refer to an “apparently neutral provision, criterion or practice” which puts protected groups “at a particular disadvantage compared with other persons, unless that provision, criterion or practice is objectively justified by a legitimate aim and the means of achieving that aim are appropriate and necessary.” However, the Consumer Credit Directive/2021 does not include a rule to that effect. Even assuming that credit underwriting qualifies under US disparate impact doctrine or EU indirect discrimination principles, I describe below why it is rarely straightforward to establish a case.

The rest of the paper is structured as follows: Section B briefly presents various empirical studies on AI scoring and inclusion which have emerged over the last years. Section C summarizes several computer scientist’s concerns with historically biased training data and algorithmic fairness. In Section D the paper moves on to an investigation of AI underwriting under the lens of US and EU anti-discrimination law. Section E suggests to reorient the discussion to designing better financial regulation law and offers a rough and preliminary outline of questions a future design will face.

The paper makes two main contributions to the debate. First, it brings out the obstacles received anti-discrimination laws face when trying to capture discriminatory credit underwriting. A core reason for this is the traditional understanding of individual attributes or practices triggering a decision. Its conceptual underpinnings provide an ill fit with AI-based decision-making based on bundles of correlating variables which are often opaque even for the decider. Second, the paper highlights areas of financial regulation law where further policy work is required to adequately capture novel challenges of AI credit underwriting.

**B. Good Intentions: Inclusionary AI**

Business models underlying credit pricing vary, depending on the information asymmetry between borrower and lender, the availability, and the cost of information. Scoring agencies deliver first signals, traditionally based on a short list of input factors. Most lenders refine these assessments by adding information of their own, using, for instance, cash flow and transaction data or proprietary algorithms to categorize potential borrowers. Empirically, US retail credit markets seem to move along highly standardized metrics. The Consumer Financial Protection Bureau (CFPB) has found that input variables and modelling techniques are very similar across traditional lenders. Multivariate linear regression analysis has been used to correlate a short list of (historically grown) variables (indicating past credit history and current credit usage) to consumer credit outcomes. Compared with a sample of previous consumers with similar attributes, this is used to predict credit default risk.

---

26 Art. 2 para. 2 lit. b EU Directive 2000/43.
27 See below D.
28 On a troubling symbiosis between traditional and payday lenders see Di Maggio et al. (2021).
30 Aggarwal (2021), p. 46.
I. Broadening access to credit for some…

Applicants who are more costly to evaluate than the average often face obstacles in applying for a loan, even if they are low risk applicants. Sometimes this is due to the scarcity of available information. In other cases the available information transmits a wrong or less meaningful picture of credit default risk. For yet others, their future potential is not adequately reflected. Such “thin-file applicants” or “credit invisible” have more recently been targeted by Fintech lenders who exploit digital big data footprints to offer lower cost scoring. Those who perform well under the novel combination of AI and big data stand to gain when compared with standard metrics. This development has raised hopes of financial inclusion.

One important source of data are mobile phones. A study by Agarwal et al. (2021) on Indian markets lists data collected from an individual’s mobile phone. When categorizing data, the authors work, for instance, with mobile phone data such as apps installed or operating systems, with data referring to the presence of social apps, preferred social networks or the number of contacts and calls, and, lastly, what the authors call “deep social footprint”, understood as information obtained from call log patterns. They provide many examples to illustrate their findings. Consumers who have no financial app installed increase their probability of default by 25%. Having a dating app installed raises credit default risk by 17%. Results hold after controlling for salary, age and education. The authors find that a model that relies exclusively on mobile and social footprints outperforms traditional credit score models by 7%. They interpret this as a way to access “aspects of individuals’ behavior which has implications for the likelihood of default” – a thought not too far from last century’s focus on “character”. Additionally, the authors use variables which measure frequency and duration of incoming, outgoing and missed calls as a way to capture an individual’s “social capital”. Again, they find that these measures are strongly correlated with the likelihood of default.

Berg et al. (2018) analyze simple and easily accessible digital footprint variables using a data set of a German E-Commerce company. The company was interested in evaluating credit risk because goods are shipped first and paid for later. Their set contains only ten digital footprint variables. Among those are the device type, the operating system, the time of day of the purchase and a dummy for a typing error. The authors find, for example, that the difference in default rates between customers

---

32 On “error costs” in a different context but making a similar point: Hellman (2020), pp. 829, 836 et seq. on understanding error costs in their normative context.
33 The CFPB estimates that 26 million Americans have no file with the major credit bureaus while another 19 million are unsociable because their credit file is either too thin or too stale to generate a reliable score, CFPB (2017), pp. 6–7.
34 Di Maggio et al. (2021), p. 3.
36 Balyuk (2021); Bartlett et al. (2022), p. 55.
37 Agarwal et al. (2021), p. 4.
38 Agarwal et al. (2021), p. 4.
39 Agarwal et al. (2021), p. 5.
40 Agarwal et al. (2021), p. 5.
41 Agarwal et al. (2021), p. 5.
43 Agarwal et al. (2021), p. 6.
using an Apple and customers using an Android device is equivalent to the difference in default rates between a median credit score and the 80th percentile of the credit score. The authors suggest that the variables they investigated provide a “proxy for income, character and reputation”.

The US online lending company Upstart provides another especially well-documented example for the promise of financial inclusion. Upstart claims to outperform traditional scoring outfits not only as to all borrowers, but specifically as to those with traditionally low credit scores. This covers approval decisions as well as interest rates. Di Maggio et al. (2021) find that “more than 30% of borrowers with credit scores of less than 680 funded by Upstart over our sample period would have been rejected by the traditional model. We further find that this fraction declines as credit score increases, that is the mismatch between the traditional and the Upstart model is magnified among low-credit score borrower”. The CFPB, which has investigated Upstart’s business model, added that applicants with FICO scores from 620 to 660 were approved twice as frequently by Upstart if compared with a hypothetical lender using FICO. Applicants under the age of 25 were 32% more likely to be approved and consumers with incomes under $50,000 were 13% more likely to be approved.

It is difficult to predict which variables will enhance an applicant’s chances of being considered for a loan. Education is one of the variables relied upon by Upstart which found that the better the educational background the higher the chances of profiting from Upstart’s offer. By contrast, Agarwal et al. (2021), based on data from mobile phones and deep social footprints in India, found that the marginal benefits were likely to be higher for borrowers with low levels of education, indicating that relevant proxies and outcomes vary significantly across Fintech lenders and countries.

There are more studies pointing towards financial inclusion through credit scoring based on alternative data. Agarwal et al. (2021) use proprietary data from a Fintech lender and find that mobile footprint, social footprint, and deep social footprints can expand credit access without adversely impacting the default outcomes. They suggest that 13% of borrowers who were denied credit would be approved under the authors’ alternate credit scoring model. Bartlett et al. (2022) investigate the price of mortgages. They find that, today, Latinx and African American borrowers pay 7.9 and 3.6 basis points more in interest for home purchase and refinance mortgages because of discrimination. By contrast, Fintech algorithms discriminate 40% less, with Latinx and African American borrowers paying 5.3 more in interest for purchase mortgages and 2.0 basis points for refinance mortgages originated on FinTech platforms.

45 Berg et al. (2018), p. 3.
46 Berg et al. (2018), p. 3.
48 Di Maggio et al. (2021), p. 3.
49 Di Maggio et al. (2021), p. 4.
50 Di Maggio et al. (2021), p. 4.
51 CFPB (2019).
52 Wachter (2022), p. 1 “algorithmic groups”.
53 Agarwal et al. (2021) using data from one of the largest Fintech lending firms in India.
54 Agarwal et al. (2021), p. 8.
55 Bartlett et al. (2022), pp. 31–32.
II. .... bringing out inequality for others

Empirical data does not always prove that algorithmic credit scoring will provide better access for all applicants. Fuster et al. (2022), using US data, show that a machine learning model provides only slightly better access and only marginally reduce disparity in acceptance rates. They find more pronounced cross-group disparity, especially very different interest rates across protected and not-protected communities, a concern I explore further below.\textsuperscript{56}

Under the theoretical assumptions that the retail credit market is competitive, that lenders are risk-neutral and that they set interest rates contingent on borrowers’ observable characteristics, we would expect to be able to explain differences in access to credit and in pricing of loans with differences in credit risk.\textsuperscript{57} Inequalities in access to loans and differences in pricing for minority groups could then be understood as statistical discrimination: a population of loan applicants separated into groups according to their risk profile.\textsuperscript{58} Statistical discrimination is the natural result of an efficient evaluation of credit risk. Under the same assumptions, we would not expect a situation commonly described as taste-based discrimination.\textsuperscript{59} Taste-based discrimination occurs where individual preferences of lenders, such as a dislike of certain minority groups, provide the best explanation for observed inequality.\textsuperscript{60} If lenders engage in taste-based discrimination, the population of loan applicants will fall into groups which do not correspond to their risk profile. Instead, membership in a group of loan applicants is determined by the lender’s subjective preferences which do not (necessarily) correlate with credit default risk. For this reason, taste-based discrimination is not a rational reaction to the lender’s situation of uncertainty. Rather, it can lead to inefficient rejections, if the lender’s subjective preference for a specific set of loan applicants does not reflect their lower credit default risk.\textsuperscript{61} In theory, taste-based discrimination is not expected to survive in a competitive market, given that it would indicate lenders are not objectively profit-maximizing.\textsuperscript{62}

These theoretical forecasts are not always reflected in empirical data. Bartlett et al. (2022) explore data on the US Government Sponsored Enterprises (GSE), Fannie Mae and Freddie Mac. These GSE charge each loan a guaranty fee that depends only on the borrower’s credit score and loan-to-value (LTV) ratio. In return, lenders are guaranteed against credit risk. The authors assume that interest rate differences between loans with identical credit score and LTV cannot reflect differential credit risk but must go back to some form of discrimination. Using this strategy, they find a mark-up of 7.9 basis

\textsuperscript{56} Fuster et al. (2022), at p. 9 find the increase to be double the magnitude for Black and White Hispanic borrowers than for white non-Hispanic borrowers, see below D.III.1. on this point.

\textsuperscript{57} Assumptions set by Fuster et al. (2022), p. 38.

\textsuperscript{58} Arrow (1971); Phelps (1972); in the context of AI underwriting models: Hurlin et al. (2021), p. 6.

\textsuperscript{59} Magen in Mangold/Payandeh (2022), note 58; von Ungern-Sternberg in Mangold/Payandeh (2022), note 11 et seq.

\textsuperscript{60} Becker (1957); Becker (1993); newer models refer to stereotypes, assuming that loan examiners systematically underestimate the long-run profits of lending to minority applicants, Bordalo et al. (2016). Both models cannot explain why bias would persist in competitive markets, Dobbie et al. (2019), p. 7.

\textsuperscript{61} See Bartlett et al. (2022), p. 32 for an example of unprofitable discrimination; further Hurlin et al. (2021), p. 6.

\textsuperscript{62} Arrow (1971); Phelps (1972); Hurlin et al. (2021), p. 6.
points for purchase mortgages and 3.6 basis points for refinance mortgages for Latinx and African American borrowers. This results in borrowers paying $765 million in extra interest per year.\textsuperscript{63}

Fuster et al. (2022) find that “a large fraction of borrowers who belong to the majority group (...) experience lower estimated default propensities under the machine learning technology” but “these benefits do not accrue to some minority race and ethnic groups (...) to the same degree.”\textsuperscript{64} The authors show that, for minorities, better technology produces “winners” and “losers”. Winners are disproportionately white Hispanic and Asian. In Black and non-white Hispanic populations there are roughly equal fractions of winners and losers.\textsuperscript{65}

Working with the services offered by Upstart, a US-based NGO ran a form of mystery shopping exercise. Applicants were construed as identical except for the college they had attended. Holding all other inputs constant, the authors of the study found that a hypothetical applicant who attended Howard University, a HBCU, would pay higher origination fees and higher interest rates over the life of their loans than an applicant who attended NYU.\textsuperscript{66} Similar results were observed for applicants who attended NMSU, a HSI.\textsuperscript{67}

There is a variety of hypotheses to explain these empirical results. We might be looking at taste-based discrimination, persistent despite its economic inefficiency. Alternatively, lenders might engage in strategic pricing, charging higher interest rates for protected communities because of their higher willingness to sign above-market. Along those lines, Bartlett et al. (2022) speculate that their findings might have to do with minority borrowers being prone to less comparison shopping on average, having less experience or acting in a more urgent time frame.\textsuperscript{68} The observed unequal output across groups would then be a result of lenders targeting groups which - statistically - will be more vulnerable, hence open to predatory pricing.

C. Biases and Algorithmic Unfairness

AI underwriting models have raised high hopes when compared with the limited list of input variables of traditional scoring bureaus as well as the biases and cognitive limitations of human credit officers.\textsuperscript{69} At the same time, computer scientists caution against mistaking predictions based on big data and AI as objective forecasts.\textsuperscript{70} Rather, the predictive power of an algorithm depends on factors such as data and model quality and context of its use. Using a spam filter as an illustration, Kim lists conditions

\begin{itemize}
\item \textsuperscript{63} Bartlett et al. (2022), p. 31.
\item \textsuperscript{64} Fuster et al. (2022), p. 8.
\item \textsuperscript{65} Fuster et al. (2022), pp. 31–32.
\item \textsuperscript{66} Student Borrower Protection Center (2020), methodology described at p. 16.
\item \textsuperscript{67} Student Borrower Protection Center (2020), findings described at pp. 18–19.
\item \textsuperscript{68} Bartlett et al. (2022), p. 32: “the fact that the relation between the rate differential and either credit score or realized default is minor suggests the income and LTV results may instead reflect something else, such as the correlation between income, financial sophistication, and a propensity to shop for rates”; similarly Gillis (2022), p. 39 (“personalized pricing”); Hurlin et al. (2021) “lack of fairness”.
\item \textsuperscript{69} Sunstein (2019).
\end{itemize}
for AI algorithms to be efficient: the target variable they look to is clear, the answer is a straightforward yes/no binary choice, there is a correct outcome, an error the algorithm makes can be used to refine it and unbiased data is readily available.\textsuperscript{71} For credit scoring and underwriting, not all conditions are met. To name just a few: The target variable “credit-default risk” refers to non-performance on a loan but it is only one possible target which the algorithm could optimize. It might look merely to a binary answer along the lines of: did the borrower perform or not? Instead, the lender might have a variety of target variables in mind when maximizing his return on a payday loan and looking for maximum payback over a short period of time. There will often be shades of grey which are necessary to understand the risk a potential borrower poses. A predatory loan will be tougher to pay back than a standard, market-priced loan.\textsuperscript{72} An unforeseen event, macro-economic, hence affecting everyone, or micro-economic, affecting only the borrower, might explain the non-performance, without being adequately reflected in the data.

Additionally, for credit underwriting flawed predictions are often impossible to fix because there is no counterfactual data. The AI learns which loans it should not have offered because borrowers did worse than predicted (false positives). But it does not learn which loans would have been attractive, for the simple reason that they were not offered to the applicant.\textsuperscript{73} Another explanation has to do with training data. Current AI underwriting algorithms use machine-learning and existing datasets on borrowers. Such datasets include their performance in repaying loans in the past as well as alternative data of the type I have described above.\textsuperscript{74} Based on the training data set, the AI learns to connect alternative data to performance. This allows the AI to judge and evaluate future applicants for a loan. The more similar the applicant’s characteristics are to the characteristics of borrowers which were successful in the past, the better the score the AI attributes to this applicant: Yesterday’s world shapes today’s predictions.\textsuperscript{75}

I. The credit-default risk target variable

The quality of an AI’s prediction is only as good as the match between the world according to the training data and the world as it is today.\textsuperscript{76} If the training data reflect past inequality, then an applicant who shares features with a historically underserved group will be flagged as a higher credit risk than a comparable applicant who does not share the relevant feature (historic bias).\textsuperscript{77} The fact that training data are, in this way, shaped by history has direct implications for how the AI builds its model.\textsuperscript{78} Variables it finds for most candidates which were successful in the past will be accorded most weight,

\textsuperscript{71} Kim (2022), p. 3, for a similar list see Kaminski (2019), p. 1539 (clear and mathematical objective, detailed and direct data, transparent inputs and code, easily verifiable outcome, fair and accurate output).

\textsuperscript{72} See below C.I.; D.III.1.b.

\textsuperscript{73} See below C.III; Kim (2022), p. 5.

\textsuperscript{74} See above B.

\textsuperscript{75} Mayson (2019), p. 2251: “look to the past as a guide to the future”.


\textsuperscript{77} See below C.III. on market forces contributing to ameliorating models.

\textsuperscript{78} Blattner/Nelson (2021), p. 12 (“model bias”).
for instance a specific sex or race. Candidates whose profile does not include the relevant positive variable will face a risk premium (majority bias).  

The same logic applies to variables which send a negative signal. The AI learns from historical data and singles out variables which have in the past been a predictor for high credit-default risk. Applicants whose profile includes the risk-variable see their credit score sink. This happens even if a particular risk-variable does not reflect relevant details of the default situation across all applicants. The same is true if the observed risk-variable is less informative for some applicants if compared with others. Take, for instance, an AI model which optimizes credit-default risk. It predicts the probability of non-performance on loan and interest rate payments across borrowers. To illustrate the problem, assume that one group of the population is especially vulnerable to signing predatory loans. For some of these borrowers the reason for default might be the inability to pay the predatory interest rate. Hence, there is a good chance that the same person would have been able to perform, had she received the same loan under the same circumstances, but with a market-standard interest rate. However, if the model attributes most weight to non-performance, a borrower who fails to pay back a loan with a predatory interest rate will be treated the same as a borrower who fails to pay back a loan with a market-standard interest rate. If the group of borrowers which are (or were in the past) likely to accept predatory loans share a protected characteristic such as race, any applicant with that characteristic will be accorded a higher risk factor. A “colorblind” algorithm would be restricted from noticing the difference and – in that way – hurt, rather than help applicants of that race.

II. Redundant Encoding

The flaws due to algorithmic biases are not per se novel concerns or worries which are specific to AI underwriting. Traditional scoring models, for instance the US FICO score, with their limited number of input variables, provide a much cruder picture than today’s AI underwriting models. The FICO score methodology is shaped by path-dependent historical choices of relevant variables and of the balance struck between accuracy, search costs and market expansion. It is common knowledge that applicants who do not fit the FICO profile find it hard to qualify for a loan.

80 EDPB/EDPS (2021); Gillis (2022); “biased measurements”; Burk (2021), p. 1164 on the lack of context for late payments with the conclusion that credit scoring entail a “reproduction of social context”, although it was “originally intended to help neutralize bias in lending”.
81 See for a similar problem in the context of predicting crime Mayson (2019), p. 2263 (three prior arrests in New Orleans were for a black man not unusual since “black men were arrested all the time for trivial things”, by contrast, the same variable (three prior arrests) for a white man “was really bad news”).
82 See Hellman (2020), pp. 818, 848 et seq. on why the assumption that it is under US law prohibited for the algorithm to look into protected variables; Mayson (2019), p. 2259, making the point that “differential crime rates do not signify a difference across racial groups in “an individuals’ innate” propensity to commit crime” and making an argument for allowing an algorithm to assess risk factors contingent on a protected characteristic; Langenbcher (2022), p. 364 on Art. 10 of the EU AI Act Proposal which allows the processing of data on protected variables if it is “strictly necessary for the purposes of ensuring bias monitoring, detection and correction in relation to high-risk AI systems”.
83 In the EU, not all Member States have credit reporting and credit scoring agencies similar to the US. While Germany and the UK do, France does not and has lenders score applicants in-house.
84 Bourrell/Fourcade (2021), p. 5.
However, it is important to understand that, from the perspective of the borrower who is subject to scoring, FICO-scoring will often be more transparent than AI and big data scoring. Traditionally, because of the limited number of variables, many reasons for a denial of credit will be obvious. A recent immigrant might, for example, face a risk premium for lack of a repayment history with US credit card companies. Filing a claim under US law will help him to learn about this concern by getting access to some of the factors underlying his score.\textsuperscript{85} Understanding his score can guide him towards a solution if he is in a position to influence the relevant factors.\textsuperscript{86} With AI models and big data input, this is much less straightforward. Not only will it be difficult for consumers to make sense of computer code as an answer to what influenced his score.\textsuperscript{87} Even if he succeeds in understanding distinct variables which drove his score, the model redundantly encodes the same or very similar information in various variables.\textsuperscript{88} Put differently: it might not help to bring in additional information, if the AI will extract the identical score by relying on other variables.

III. Inaccurate Data

Algorithmic biases matter even more when combined with concerns about data quality,\textsuperscript{89} incorrect labelling,\textsuperscript{90} or omitted variables. Data can vary in its reliability across a population, for example if there is less data available for specific groups such as recent immigrants.\textsuperscript{91} Additionally, the US CFPB has stressed that the use of alternative data, for instance stemming from social networks, increases the risk of inaccuracies. One of the reasons for that are quality standards. Social networks consist mostly of data uploaded by its users. Platforms do not engage in double-checking the accuracy of that data, much less scrutinize it along the lines of credit reporting agencies. This concerns the applicant for a loan if the data used to evaluate him is inaccurate. It also impacts the AI model which learns from (partially) inaccurate training data. The more inaccuracies are hidden in big datasets, the more the AI’s model is shaped by a world which does not even adequately reflect yesterday’s world, much less today’s.

Market forces should eventually solve some of these issues. This is especially true for models with too many false positive results. The lender will at some point realize that his model does not adequately predict credit default risk and switch to a more powerful one. Of course, the road can be long and there is the risk of credit bubbles and concerns for financial stability to consider.

\textsuperscript{85} See below E.III. Not all variables are covered because scoring agencies and lenders are allowed to treat the scoring model, including the weight of each variable, as a trade secret. See Langenbacher (2020) comparing this to the (identical) German situation. A ECJ case is pending on this matter.

\textsuperscript{86} This is not to deny the many flaws of traditional scoring systems nor to claim that changing the input variables which inform traditional scoring agencies is an avenue open to all communities. This paper does not contribute to the extensive debate on the discriminatory potential of current scoring metrics, see: Bourrell/Fourcade (2021); Burk (2021), pp. 1163 et seq.; Citron/Pasquale (2014), pp. 11 et seq.

\textsuperscript{87} Information asymmetries between highly trained coders and consumers facing a denial could theoretically be overcome if a market for intermediaries develops, see Citron/Pasquale (2014), p. 29 for “creative customer relations” demystifying credit scoring via feedback and control mechanisms.

\textsuperscript{88} “Flexibility” in the terminology of economists.

\textsuperscript{89} See below E.I.

\textsuperscript{90} Von Ungern-Sternberg in Mangold/Payandeh (2022), note 16 (sampling bias), note 17 (labelling bias), note 18 (feature selection bias).

\textsuperscript{91} See Mayson (2019) for the same problem leading to racial distortion.
For models with too many false negative results, market forces will be less efficient in weeding them out. Some of this has to do with a specific feature of credit decisions, namely that there is no counterfactual data.\textsuperscript{92} If the lender denies a loan to an applicant who is considered high risk, he will never know whether the better decision would have been to grant that loan. Accordingly, the AI will not learn which borrowers it denied a loan although it should have offered them one.\textsuperscript{93} This is different in other use cases of AI. Imagine a doctor, using AI to scan melanoma. The AI might wrongly overlook a critical result in year one. If the same patient returns in year two and three, the AI might eventually put his melanoma in the correct category. In this way, it expands its data and learns that it should have categorized the melanoma differently in year one. For credit decisions, this counterfactual data is not available, hence, the AI cannot learn from the false negative decision.

**D. Anti-Discrimination Law and AI Credit Underwriting**

Understanding algorithmic discrimination in credit scoring and underwriting does not start with a clean slate. Relevant court cases on anti-discrimination concern areas as diverse as employment, housing, bail, mortgages, scoring and credit underwriting.\textsuperscript{94} Legal rules and principles address the employer’s decision on whom to hire, the landlord’s criteria for selecting tenants, the judge making bail decisions, and the lender denying credit. While there are common core principles of anti-discrimination law, each of these scenarios has in the past called for a different balance between competing interests and values. This is perhaps most pronounced for credit scoring and underwriting, given that distinguishing different sets of loan applicants based on sophisticated statistical risk models has been an institutionalized part of making a credit decision. Additionally, macro concerns of financial stability and protecting borrowers from over-indebtedness have for decades fueled the search for powerful predictors of credit default risk.

The US has since the late 1960s regulated fair lending. The EU has only recently started to harmonize relevant laws, partly motivated by the fear that current law does not adequately capture risks of discriminatory practices in AI-based lending.\textsuperscript{95} Before, there had been EU rules prohibiting discrimination based on race, ethnic origin, and sex, but these require the loan to be a product or service available to the general public irrespective of the borrower’s personal situation. Beyond that, fair lending had remained a question of EU Member State law.\textsuperscript{96} The EU Consumer Credit

---

\textsuperscript{92} See above C. before I.
\textsuperscript{93} Kim (2022), p. 5. A problem which raises similar concerns has been described for predicting future crime, see Mayson (2019), p. 2252. “criminal justice risk-assessment tools purport to predict future crime. But that is not actually what they predict. They generally predict future arrest”.
\textsuperscript{94} For an overview see Kissinger et al. (2021).
\textsuperscript{95} See above A.
\textsuperscript{96} See Langenbucher (2020). In Germany, §§ 19, 20 Allgemeines Gleichbehandlungsgesetz (General Act on Equal Treatment) have transposed EU Directives.
Directive/2021 introduces an explicit anti-discriminatory rule.\textsuperscript{97} It protects consumers legally resident in the EU from discrimination on grounds of nationality, place of residence, sex, race, color, ethnic or social origin, genetic features, language, religion, belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation.\textsuperscript{98} The European Parliament’s final report proposes an amendment to include the right to be forgotten as from 10 years after the end of their treatment (five years if the diagnosis was made before the age of 18). Further, it specifically requests that Member States should ensure equal access to all people which are cured of relevant communicable and non-communicable diseases.\textsuperscript{99}

I. **Building Blocks of Underwriting Decisions**

Anti-discrimination laws do not distinguish between taste-based and statistical discrimination, nor do they allow for statistical discrimination on grounds of a protected attribute.\textsuperscript{100} Some of the strategies an economist views as efficient when faced with uncertainty will be impermissible under the law. Put differently: An efficient underwriting decision can be unlawful even if it reflects an unequal distribution in the world.

1. **The Concept of Building Blocks**

Anti-discrimination law is triggered by input to a decision-making process. It starts from the assumption that such input comes in the form of different attributes or practices.\textsuperscript{101} I refer to them as “building blocks” of a decision. There are outright prohibited building blocks, and facially neutral ones. Impermissible building blocks must not be used, even if they are of direct empirical relevance.\textsuperscript{102} At first glance, facially neutral ones can be used. However, in some situations even facially neutral attributes might still be “suspicious”, as it were. This is the case if they are “fair in form, but discriminatory in operation”.\textsuperscript{103} A paradigm case is the US Supreme Court decision in *Griggs*, where the score in an intelligence test was decisive for the position as a manual laborer. While the employer did not explicitly look to age, sex or race, the test triggered a discriminatory result. The same was true for the facts of *Smith*,\textsuperscript{104} where years of experience in a job lead to a proportionately lower pay raise. Both, the score in an IQ test and job experience are facially neutral variables. However, they can operate in a way which masks the true reasons underlying the decision. Such is

---

\textsuperscript{97} Art. 6. The EP amendment to the Commission proposal includes: “refusal to provide services in a Member State where the creditor or, where applicable, the credit intermediary or the provider of crowdfunding credit services does not conduct business shall not be considered discrimination”, see European Parliament, Report – A9-0212/2022, available at https://www.europarl.europa.eu/doceo/document/A-9-2022-0212_EN.html, amendment 22.

\textsuperscript{98} Art. 6 of the proposal, see recital (45) of the current Consumer Credit Directive 2008/48/EC which mentions fundamental rights, among those “the right to non-discrimination”.


\textsuperscript{100} See above C.

\textsuperscript{101} On input see Berman/Krishnamurthi (2021), p. 99; Koppelman (2022), p. 10 (the latter criticizing the former, but in agreement about this basic point).

\textsuperscript{102} See Gillis (2022), pp. 49, 51 for the claim that this blurs the distinction between anti-discrimination law and affirmative action.


\textsuperscript{104} Smith v. City of Jackson, 544 U.S. 228 (2005).
the case if the seemingly neutral attribute is picked because it correlates, for instance, with age or with race.\textsuperscript{105}

This paper puts a spotlight on the role of such building blocks. Metaphorically speaking, traditional doctrine requires these building blocks to form a chain which eventually leads to a decision. The law’s role is to carefully examine each building block and to determine whether the decision would have looked different, if one unlawful building block was removed from the chain: Would the person have been hired if the employer had not known her sex? Would the landlord have signed the lease if he had been ignorant as to the tenant’s race? But also: Would the same employees have been hired if the IQ test was not run? Would the same bonus payments have been made, if years of job experience were not considered?

With improving technology this core notion of anti-discrimination law faces a novel challenge. Economists such as Fuster et al. (2022) predict that we will soon reach a situation which makes prohibiting the use of specific variables ineffective.\textsuperscript{106} Big data furnishes a universe of different variables. Machine learning algorithms unearth innumerable correlations between those variables. Depending on the type of machine learning model employed, its human user might often not be able to identify salient variables or core correlations. Instead, we are looking at an opaque bundle of building blocks which drive a decision. As I will argue below, it is difficult to square this with the conceptual underpinning of anti-discrimination law, based on distinct building blocks, which form a neat chain of causation leading up to a final decision.

US and EU anti-discrimination laws both single out specific sets of building blocks, for instance sex, race, or religion, which they consider directly discriminatory. Both sets of anti-discrimination laws react by prohibiting decisions “because of”\textsuperscript{107} or “based on”\textsuperscript{108} a protected attribute.

However, reasons, intentions and motives are not always a straightforward phenomenon. Attributes which lead to the denial of a loan may, for instance, reflect a discriminatory taste-based preference but at the same time provide a useful signal for statistical discrimination.\textsuperscript{109} This is especially likely if many members of a population have shared the same taste-based preference about, for instance, sex or race in the past. Shared preferences of this type might have triggered credit past rejections. This can today result in clusters of groups with high credit default risk.\textsuperscript{110} This narrative might explain why lenders could feel they do not discriminate because of any bias on their side but because of the efficiency arguments underlying statistical discrimination. As we will see in more detail below, an argument along those lines will not usually exclude liability of the lender. Anti-discrimination laws do not require a protected attribute to be the sole building block. Rather, decisions where only one

\textsuperscript{105} This is not to understand the law as blind to economic explanations of discrimination as a statistical phenomenon. Some of the reasons leading to statistical discrimination can show at a later stage of the reasoning process, namely where disparate impact doctrine allows for a legitimate business defense. See below D.III. and see Gillis (2022), p. 48.

\textsuperscript{106} Fuster et al. (2022), p. 8; along similar lines: Gillis (2022).

\textsuperscript{107} See the ECOA and the FHA for the lending context.

\textsuperscript{108} Art. 2 para. 1 EU Directive 2000/43/EC.
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out of a variety of variables is impermissible are considered unlawful, if the variable is one among various building blocks.\textsuperscript{111}

Building blocks which are not outright prohibited might still be “suspicious”, even if they are facially neutral. Dealing with these is where US disparate impact doctrine and EU indirect discrimination come into play. Disparate impact doctrine deals with decisions which are motivated by a facially neutral attribute, but which still trigger a disproportionately disadvantageous outcome for protected communities. Using the attribute is impermissible unless the decision-maker can establish justificatory reasons such as a business defense. Similarly, indirect discrimination may be legitimate if the relevant variable is a necessary tool, in that no equally appropriate and less discriminatory measures can be identified and the disadvantages caused are proportionate to the aims pursued by the discriminator.\textsuperscript{112}

2. Introducing three hypothetical lenders

To illustrate a variety of potential building blocks underlying a credit underwriting decisions, I introduce three hypothetical lenders. For the sake of the example, they all claim that their AI underwriting model does not violate anti-discrimination laws. I further assume that the lender’s optimization goal\textsuperscript{113} is to assess credit default risk.\textsuperscript{114} I assume further that the lender is the one developing the model. There are additional scenarios in practice, for instance an AI credit scoring agency furnishing a report to the lender or a Fintech platform screening lenders but partnering with a bank to originate the loan. Such scenarios raise questions of liability of each involved party which are beyond the scope of this paper.

The first hypothetical lender reasons as follows: “Yes, I have trained the AI model to include protected attributes in the observable variables I use to calculate credit risk. However, this is just one of the many observable variables I use. I include it because, statistically, protected traits are a good indicator for credit default risk.”

The second lender claims: “I understand denying credit because of a protected characteristic is impermissible. Therefore, I use an input-control procedure which makes sure that no protected characteristic enters my AI model. Instead, I choose other variables which correlate narrowly with protected traits.”\textsuperscript{115}

The third lender submits: “I also use an input-control procedure. Furthermore, I don’t select any input attributes, my model does. It is a black-box model based on a huge number of variables. I know that the model can find narrow correlations between neutral variables and protected attributes, but as I understand it, this is not prohibited.”

\textsuperscript{111} See below D.II.1.
\textsuperscript{112} ECJ ECLI:EU:C:2015:480; ECLI:EU:C:2012:657.
\textsuperscript{113} On these see below E.III.2.
\textsuperscript{114} Optimization goals such as targeting vulnerable groups for strategic pricing are discussed further below at E.III.2.
\textsuperscript{115} See for this strategy in Fintech lending: Di Maggio et al. (2021), p. 4; for the case of Upstart: Langenbusher/Corcoran (2022), p. 143.
Arguably, these hypothetical lenders raise different but related concerns. The first lender’s claim has to do with the received understanding of causation and intent if he claims: “the protected attribute was not the sole cause of my denial of credit, it was just one of the variables I use”.

The second lender’s case is more complicated. Throughout the paper, it has become clear that the combination of big data and AI will lead to proxy variables standing in for protected attributes. Can a lender escape liability if he deliberately chooses a variable which, to his full knowledge, correlates narrowly with a protected attribute?

The third lender is the one we should worry about most. He is aware of the model finding narrow correlations but still uses it.116 He is what Fuster et al. (2022) might have in mind when they claim that with improving technology it will become ineffective to prohibit the use of certain variables.117 Arguably, decisions produced by a vast array of variables, not necessarily known to the human who employs the AI model, are hard to square with received anti-discrimination law. The reason for this is that one of the cornerstones of anti-discrimination doctrine has been the concept of distinct building blocks forming a chain of causation towards the underwriting decision. If these become hard to pin down and easily interchangeable without altering the result, this cornerstone loses significance.

II. US Disparate Treatment and EU Direct Discrimination Law on algorithmic credit underwriting

1. Establishing a case

a) Disparate Treatment under US Law

In the US, discrimination in a lending context is addressed by the ECOA and the FHA. Both, the ECOA and the FHA prohibit decisions which are motivated by a protected characteristic, the FHA in the context of mortgages, the ECOA for more general access to credit. While the conceptual framework is straightforward, proving a discriminatory building block is often difficult.

There are generally two regimes available to make a disparate treatment case, both developed in Title VII which covers employment discrimination. The first regime, following McDonnell Douglas, is focused on strategies which allow to prove the existence of a discriminatory motive.118 The plaintiff is sometimes able to establish overt or other direct evidence.119 However, given the awareness of many employers (or lenders) of anti-discrimination laws, such evidence is often hard to come by. This is even more likely if subconscious motives played a role in decision-making. Against that background, two further strategies allow for inferential proof. Individual inferential proof is common

---

116 See Hellman (2020), p 852 on the difference between “because of” and “in spite of”.
119 Equivalent in Germany: Sacksofsky (2017), p. 73.
in Title VII cases. A plaintiff will need to establish a prima facie case by showing that she is a member of a protected group, was qualified for a position, was rejected and the position remained open. If she succeeds, the defendant must establish a legitimate non-discriminatory explanation. To do so, he must show that there was no discriminatory motive at play.\textsuperscript{120} He does not have to prove that the reason he advances is true. Instead, it is only a burden of production. The plaintiff may react by attempting to prove that these reasons are pretextual. Group or systemic inferential proof is another way to make a disparate treatment case. Plaintiffs use statistics to prove a pattern and practice which reveals that their group is underrepresented.\textsuperscript{121} Defendants may bring in different statistics or put forward a legitimate nondiscriminatory explanation to rebut.\textsuperscript{122}

The second regime to make a disparate treatment case concerns a mix of factors. It has been applied in situations where it is not in doubt that a discriminatory element contributed to the decision, but a defendant still disputes causation. Courts will remove each building block and check whether the decision would have come out differently. An example is provided by the US Supreme Court decision in \textit{Price Waterhouse v. Hopkins}. The defendant’s decision to let a woman go was at stake.\textsuperscript{123} She claimed she was fired because of her sex. The defendant had to establish that he had legitimate reasons which, standing alone, would have led to the same decision.

In \textit{Manhart}, the Supreme Court ruled on another defense for using protected attributes. It held that an employer’s policy of requiring women to make larger pension fund contributions than men violated Title VII. There was no doubt about an unlawful factor since the policy specifically targeted women. Still, the employer argued that he had no discriminatory intent and did not treat women differently \textit{because of} their sex. Rather, actuarial logic dictated a “life-expectancy adjustment”.\textsuperscript{124} It is a claim any economist would have embraced, pointing to the logic of statistical discrimination. The US Supreme Court did not follow this reasoning. Instead, it was sufficient to establish that one impermissible attribute was a building block towards the decision. Removing the attribute “female” from the set of variables, so the Court held, would have led to a different, non-discriminatory outcome.\textsuperscript{125} In a comparable case, the European Court of Justice rejected the claim of insurance companies which had argued statistics and actuarial logic required an adjustment of fees for women.\textsuperscript{126}

\textbf{b) Direct Discrimination under EU Law}

\textsuperscript{120} Similar in Germany: Sacksofsky (2017), p. 73.
\textsuperscript{121} Similar in Germany: Sacksofsky (2017), p. 84 on § 22 \textit{Allgemeines Gleichbehandlungsgesetz} (General Act on Equal Treatment).
\textsuperscript{122} See below D.III. for the role of statistics in making a disparate impact case.
\textsuperscript{123} Price Waterhouse v. Hopkins, 490 U.S. 228 (1989).
\textsuperscript{124} City of Los Angeles v. Manhart, 435 U.S. 702 (1978); the ECJ followed the same logic: ECJ ECLI:EU:C:2008:397; Sacksofsky (2017), p. 73.
\textsuperscript{125} The argument differs from the Pricewaterhouse case. In that decision, the sex of the woman was one factor. However, the employer introduced a hypothetical line of causation. He argued that he could have reached the same decision with a different, non-discriminatory motive in mind, see Koppelman (2022), p. 14. In Manhart, the employer argued that his “real” motive was non-discriminatory but simply a short observable variable (sex) to predict an unobservable variable (life-expectancy).
\textsuperscript{126} ECJ ECLI:EU:C:2011:100, below at D.II.2.b.
In the EU, several Directives address discrimination between private citizens. Many of these focus on employment, hence, have nothing to say on discrimination in the credit context.\textsuperscript{127} Two Directives concern access to publicly available goods or services.\textsuperscript{128} However, given the relevance of personal attributes in the credit context, loan contracts typically do not qualify.\textsuperscript{129} Additionally, Directive 2004/113 stresses that it does not wish to “prejudice the individual’s freedom to choose a contractual partner”.\textsuperscript{130}

A rule explicitly prohibiting discriminatory lending is envisaged in the EU Consumer Credit Directive/2021.\textsuperscript{131} It protects consumers which are legally resident in the EU “on grounds of nationality, place of residence, sex, race, color, ethnic or social origin, genetic features, language, religion, belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation”.\textsuperscript{132}

Litigating a case is largely subject to each Member State’s national law. This includes burden of proof issues. However, EU law requires Member States to adjust their rules on burden of proof to guarantee a minimum standard of enforceability.\textsuperscript{133} The plaintiff must make a \textit{prima facie} showing of facts, “from which it may be presumed that there has been direct or indirect discrimination”. If he succeeds, burden of proof shifts to the defendant “to prove that there has been no breach of the principle of equal treatment”.\textsuperscript{134} As part of his defense, he might point out that the plaintiff is not similarly situated to the set of persons he claims is treated more favorably.\textsuperscript{135}

2. The first Hypothetical Lender: Mixed Motives and Intent

The first hypothetical lender I described above explicitly used an impermissible attribute. He made two claims to justify its use. First, he suggested that it is but one of the many variables he feeds into his model. Second, he stressed that he had no discriminatory intent but just followed business logic.

\textsuperscript{127} Directive 2000/78/EC establishing a general framework for equal treatment and occupation; Directive 2006/54/EC on the implementation of the principle of equal opportunities and equal treatment of men and women in matters of employment and occupation (recast).

\textsuperscript{128} Directive 2000/43/EC implementing the principle of equal treatment between persons irrespective of racial or ethnic origin. The Directive addresses employment, vocational training, social protection, education and access to publicly available goods or services, including housing: Art. 3 para. 1 reads: “access to and supply of goods and services which are available to the public, including housing”. Directive 2004/113/EC implementing the principle of equal treatment between men and women in the access to and supply of goods and services addresses access to public goods and services, too, however focuses exclusively on sex discrimination: Art. 3 para. 1 reads: “a service which is available to the public irrespective of the person concerned” and “offered outside the area of private and family life”.\textsuperscript{129}

\textsuperscript{129} For examples see Rödl/Leidinger in Mangold/Payandeh (2022), note 42 et seq.

\textsuperscript{130} Art. 3 para. 2.

\textsuperscript{131} See above A.

\textsuperscript{132} Art. 6 of the proposal, see already recital (45) of the current Consumer Credit Directive 2008/48/EC.

\textsuperscript{133} See ECJ ECLI:EU:C:1989:383 pointing to \textit{effet utile} (in an employment context).

\textsuperscript{134} Art. 8 EU Directive 2000/43; similar: Art. 9 EU Directive 2004/113. In the context of employment and occupation, Art. 19 EU Directive 2000/78/EC of 27 November 2000 establishing a general framework for equal treatment in employment and occupation provides a similar rule. Following up (but only in this context), Art. 19 EU Directive 2006/54 of 5 July 2006 on the implementation of the principle of equal opportunities and equal treatment of men and women in matters of employment and occupation lays down more granular rules to be transposed by the Member States.

\textsuperscript{135} ECJ ECLI:EU:C:2015:473; ECJ ECLI:EU:C:2010:703; ECJ ECLI:EU:C:2001:648: discussing “comparable situations”, see below at D.III.1.a. for US law on disparate impact turning on two sets of people being similarly situated.
a) Causation and Mixed motives

The first claim has to do with causation. The lender would be right if the law required the protected attribute to be the sole building block towards the decision. Under US law, the Supreme Court in *Price Waterhouse v. Hopkins* rejected this argument, given that the text of the statute did not read “solely because of.” Instead, for Title VII cases, established practice requires plaintiffs to prove that the protected attribute was one out of various building blocks of the decision. Events can have multiple but-for causes of this type. Plaintiffs must show that removing the relevant building block changes the outcome. If AI models are used, this entails proof that the lender would have reached a different outcome, had there been an input restriction on the variable sex. For most algorithms, this will be hard to show because many variables correlate with sex. Even if the lender restricts input, due to redundant encoding, the outcome will often remain the same.

If the ECOA and the FHA adopt the standard to prove that a discriminatory variable caused the decision in the way Title VII does, a lender could not escape liability by citing a variety of variables which he included in his decision. So long as a protected attribute was one but-for cause, it is enough to trigger the prohibition. Arguably, the wording of the ECOA and the FHA support this line of reasoning. Section 2000e-2(a)(1) of Title VII stipulates that it is unlawful to discriminate “because of” a protected attribute. It is this term which the *Bostock* Court has invoked to apply what it understands as the but-for standard of causation. Similarly, the FHA speaks of discrimination “because of” protected characteristics and the ECOA makes it unlawful to discriminate “on the basis of” certain protected attributes. None of these statutes require that the outcome was reached “solely” because of the protected attribute. This suggests that both statutes can be read along the same lines as Title VII.

Today, Section 2000e-2(m) of Title VII explicitly allows for a complaining party to demonstrate that the protected attribute was “a motivating factor for any employment practice, even though other factors also motivated the practice”. The statute’s text was changed to its current wording after the decision in *Price Waterhouse v. Hopkins*. By contrast, Congress did not change the wording of the ECOA and the FHA. Arguably, this cannot be construed as prohibiting a mixed-motive test along the lines of Title VII’s mixed-motives test. However, Title VII’s Section 2000e-2(b) includes a follow-up rule. It addresses a situation where the defendant can establish that he would have reached the same decision in the absence of the motivating factor. The rule still allows for declaratory relief,

---

137 Berman/Krishnamurthi (2021), pp. 100 et seq.; Eidelson (2022), pp. 797 et seq. on a more narrow reading of the term “because of” as “by reason of”; see Dembroff/Kohler-Hausmann (2022), pp. 74 et seq. for a critique of applying causation standards borrowed from torts to anti-discrimination law.
138 The EU equivalent for but-for causation is *a conditio sine qua non* test, see Rehbahn/Kietaibl (2010), p. 378.
140 Von Ungern-Sternberg in Mangold/Payandeh (2022), note 27.
141 EU law’s close analogue reads: “on grounds of”.
142 15 USC Chapter 41 § 1691; 42 USC § 3604.
143 See Berman/Krishnamurthi (2021), pp. 99 et seq. on the decision and on Congress following up by amending Title VII to encompass a mix of motivating factors.
injunctive relief and attorney’s fees and costs but it limits the relief available (disallowing damages, reinstatement and more). The ECOA and the FHA lack a provision along those lines, hence, it remains an open question whether the limited relief is allowed in ECOA and FHA cases.

Under EU law the text of the relevant Directives is similar to US law. Less favorable treatment is prohibited “because of” a protected attribute, not “solely because of”.144 This includes an intentional reference of a protected characteristic as well as stereotypes or biases.145

In litigation, EU law differs from the standard of US law. Once the plaintiff made a prima facie showing of facts, rather than establish full proof,146 he profits from a second rule. He must show that from the facts he established prima facie “it may be presumed that there has been direct or indirect discrimination”.147 This is commonly read as the standard of proof for causation being a probability standard. Lowering the burden of proof in this way helps with a disadvantage of EU law: it does not require access to information along the lines of US discovery.148 Under the probability standard, plaintiffs must establish that it is more likely than not that the building blocks underlying the defendant’s decision caused the discriminatory output.149 In accordance with US law, it is sufficient to show a situation of mixed motives.150

b) Discriminatory Motives

The first hypothetical lender does not escape liability by claiming that sex was not the sole cause of his decision. Under both, EU and US law, liability ensues if sex was one of the decision’s building blocks. The hypothetical lender’s second claim moves beyond causation.151 He now has discriminatory motives or intent in mind. He points out that the protected attribute correlates with high credit default risk and that this is the only reason why he includes it. He claims that his decision should not be understood as taken because of an impermissible motive in the way a taste-based discriminator decides according to his discriminatory preferences.152 Instead, he screens potential borrowers for sex, race, or similar attributes because of an entirely different reason, namely as a

144 Rödl/Leidinger in Mangold/Payandeh (2022), note 52; Sacksofsky in Mangold/Payandeh (2022), note 43 et seq.
145 See Sacksofsky (2017); further Mangold/Payandeh in Mangold/Payandeh (2022), note 103; Rödl/Leidinger in Mangold/Payandeh (2022), note 72 et seq.; Sacksofsky in Mangold/Payandeh (2022), note 43 et seq. (distinguishing reference to a protected category (“Anknüpfung”) from causation (“Kausalität”) understood as the sole factor driving the decision).
146 Above D.II.1.b.
147 Art. 10 para. 1 EU Directive 2000/43.
148 Denying plaintiff rights along those lines: ECJ ECLI:EU:C:2012:217; see Muthorst in Mangold/Payandeh (2022), note 69, 79 et seq.
149 On German law transposing EU law see: Grüninger (2021); Muthorst in Mangold/Payandeh (2022), note 28, 46, 48; Thüsing (2021), § 22 AGG note 6, 10; defendants can rebut by a prima facie showing of facts which suggest that discrimination is not more likely than not, Muthorst in Mangold/Payandeh (2022), note 72; Weigert (2018), p. 1168.
150 Thüsing (2021), § 22 AGG note 10; Rödl/Leidinger in Mangold/Payandeh (2022), note 52.
151 By contrast, Dembroff/Kohler-Hausmann (2022), pp. 74 et seq. link the question to causation when they claim that causation in anti-discrimination law requires a “Normative Showing” along the following lines: “If not for the defendant’s discriminatory conduct, policy, motive, or intent, would the plaintiff have experienced this employment practice or loss?”
152 See above C for taste-based and statistical discrimination.
predictor for credit default risk. Put differently, he submits that he had no discriminatory intent whatsoever, but just implemented his business strategy.

Neither EU nor US doctrine are open to this line of argument. If the impermissible attribute was one building block of the lender’s decision, the law will understand the lender as having discriminated because of the protected attribute. As illustrated by the US Supreme Court case Manhart, it was sufficient to show that the employer used sex when designing differences in payment plans for men and women. It did not help that he had a business reasons for doing so. The ECJ decided a case involving ethnicity along those same lines in Feyrin. An employer was looking to recruit ‘immigrants’, claiming that his customers were reluctant to give them access to their private homes. The court did not ask the plaintiff to prove any form of discriminatory motivation or intent. I will get back to this point when discussing proxies.

Along those same lines, there is no such thing as a statistical-efficiency defense if a protected trait is used. Actuarial statistics in Manhart suggested a risk premium for women as a group, but this did not help the defendant. In Bostock the US Supreme Court confirmed its earlier reasoning. It referenced Manhart and the inadmissibility of a “life-expectancy adjustment”. This suggests that it would be just as futile for a lender to call a policy which discriminates against women a “credit-default risk adjustment”, even if looking to sex allowed for efficient statistical discrimination. Arguably, the Court would reach the same conclusion for a disparate treatment case under the ECOA or the FHA.

Just like the employer in Manhart, a lender might wish to bring in statistics, showing why a risk premium should attach to, for instance, sex, race, or age. He might wish to add that this risk premium motivated his decision, which he understands as non-discriminatory. If the Court decided along the reasoning in Manhart, it would not be open to this argument. As soon as an unlawful attribute appears as one of the building blocks leading to the underwriting decision, a disparate treatment case is established, irrespective of any additional discriminatory intent.

---

153 On EU law: Sacksofsky in Mangold/Payande (2022), note 41 et seq.; on German law Rödl/Leidinger in Mangold/Payande (2022), note 76, 83.
154 See above at D.II.1.
155 Authors seem to disagree about requiring intent. Arguably, some disagreements have to do with imprecisions on what is meant by “intent”: (i) discriminatory goals along the lines of taste-based discrimination described above or (ii) deliberately looking to a protected attribute as one motivational building block, but for other reasons, for instance statistical discrimination (as was the case in Manhart). See Mayson (2019), p. 2240 for requiring type (ii) intent. Adams-Prassl et al. (2022), p. 6 understand US, but not EU and UK law as requiring intent type (i); see further Campbell/Smith (2022), p. 3.
156 ECJ ECLI:EU:C:2008:397.
157 ECJ ECLI:EU:C:2008:397 note 16.
158 See explicitly in ECJ ECLI:EU:C:2017:204; a similar question was raised in ECJ ECLI:EU:C:2013:275; Adams-Prassl et al. (2022), p. 6 claim that unintentional discrimination can be direct under European law but not under US law. However, cases such as Manhart show that an intention to discriminate is not necessary if the protected attribute is one building block of the decision. For aligning US and EU law as proposed here: Hacker (2018), p. 55; Wachter et al. (2021), p. 41; Zuiderven Borgesius (2020), p. 31.
159 See below at D.II.3.b.
The European Court of Justice, arguably, would concur for discrimination based on sex or race. For these attributes, the Court invalidated EU Directive 2004/113/EC which had initially made room for a business defense, justifying disparate output between men and women for certain insurance premium payments.\textsuperscript{162} So far, the Court has not extended this jurisprudence to discrimination on grounds of other protected characteristics.\textsuperscript{163} For the consumer credit context, this leaves an open question as to a potential justification of direct discrimination if the interests of the lender or more general macro-economic concerns tied to the stability of credit markets outweigh those of loan applicants.

### 3. The Second and the Third Hypothetical Lenders: Discriminatory Output when using Neutral Variables – the Exception becomes the Standard Case

The defense put forward by the second hypothetical lender is more intricate. He claims to escape liability because he controls input, making sure the model does not use a protected characteristic for its computations. A court, so this second hypothetical lender submits, which examines the relevant building blocks will not find an unlawful trait among them. This should rule out liability for disparate treatment/indirect discrimination even if the second lender deliberately chose variables which correlate narrowly with protected traits. The third hypothetical lender did not deliberately choose the relevant variables. Still, he understood that the model would likely do that.

#### a) The first Hard Case: Blurring the Line between Protected and Neutral Characteristics

Courts and scholars in the EU and in the US have so far followed the ground rule that disparate treatment/indirect discrimination liability requires a protected trait to feature as one building block of the decision. This would rule out liability for the second and the third lender as they both use an input control mechanism, making sure no protected trait played a role in the underwriting decision.

However, in both jurisdictions there have been hard cases, blurring this bright-line distinction. They are intended to catch a decisionmaker who hides his true intent or motive behind a seemingly neutral attribute.\textsuperscript{164} It follows from there, that discriminatory motives suddenly play a role to detect the attempt at circumventing the rule. The argument goes as follows: If the decisionmaker explicitly uses a protected attribute as a building block for his decision, liability ensues, his motives for doing so are irrelevant.\textsuperscript{165} By contrast, if he uses a facially neutral attribute, there is usually no disparate treatment/indirect discrimination liability. The exception to the rule concerns a situation where the decisionmaker deliberately picked the neutral attribute, in full knowledge that it would lead to the same result as using the protected characteristic.

Paradigm examples mirror different historical and cultural paths taken in the US and in the EU. In the US, scholars have pointed to variables which are identical to the protected characteristic and differ

\textsuperscript{162} ECJ ECLI:EU:C:2011:100.

\textsuperscript{163} See von Ungern-Sternberg in Mangold/Payandeh (2022), note 57.

\textsuperscript{164} “Covert discrimination”, Sacksofsky in Mangold/Payandeh (2022), note 54.

\textsuperscript{165} See above D.II.2.b.
in name only or to variables which serve as a pretext for the real motive.\textsuperscript{166} Redlining is a classic illustration. It refers to the practice of denying a creditworthy applicant a loan for housing in a certain neighborhood, even though he may otherwise be eligible for the loan. Redlining on a racial basis has been held by courts and regulatory agencies to be an illegal practice\textsuperscript{167} entailing disparate treatment liability.\textsuperscript{168} The term “race” is not openly used; however, redlining is generally understood to be a good enough proxy to serve as a pretext for race. The lender is treated as if he had used the protected attribute itself.

In the EU, there is no history of redlining,\textsuperscript{169} but Europe has its own hard cases. An example is provided by a UK court case concerning sex and age discrimination. The case concerned a town who lowered prices for a public swimming pool based on pensionable age. The term “pensionable age”, so the court held, had become a shorthand expression referring to the age of 60 in a woman and to the age of 65 in a man.\textsuperscript{170} Where ZIP codes stood in for race in US cases, “pensionable age” worked as a proxy for sex and age and allowed to consider it a pretext.\textsuperscript{171} Some scholars have suggested to go further and understand any intentional use of a variable which correlates narrowly with the protected attribute as triggering disparate treatment/indirect discrimination liability.\textsuperscript{172} By contrast, most courts and scholars seem open to considering a variable which correlates 100 % with a protected attribute, but refuse to step beyond that line.\textsuperscript{173} Instead, scholars have pointed out that the probability standard for causation\textsuperscript{174} is the more fitting legal tool to help with burden of proof.\textsuperscript{175}

Both legal orders grapple with hard cases of that genre, blurring the bright line between using a protected attribute and a neutral one. For the US, Barocas and Selbst discuss a decisionmaker who “likes” the effects he produces\textsuperscript{176} and label such behavior as “masking”.\textsuperscript{177} “The entire idea of masking”, they explain, “is pretextual”.\textsuperscript{178} The suggestion to carve out cases where the lender deliberately chooses an only seemingly neutral variable, despite being familiar with the

\textsuperscript{166} Kim (2022), p. 15.
\textsuperscript{167} https://www.federalreserve.gov/boarddocs/supmanual/ech/fair_lend_fhact.pdf with exceptions for redlining to identify an area on a flood line or a flood plain.
\textsuperscript{168} See https://www.ffiec.gov/PDF/fairlend.pdf, p. iv for the OCC, the FDIC, the Fed Board, the Office of Thrift Supervision and the National Credit Union Administration; similarly Prince/Schwarze (2020), p. 1257; Campbell/Smith (2022), p. 9 present redlining first as an example for indirect discrimination, however, at p. 14 the authors claim it is direct discrimination if the protected characteristic was considered in deciding.
\textsuperscript{169} See for an understanding along indirect discrimination Dzida/Groh (2018), p. 1917; German law prohibits redlining (§ 32 Bundesdatenschutzgesetz, § 10 Kreditwesengesetz), but it is unclear whether this is in line with the EU GDPR which does not allow for gold-plating, see von Ungern-Sternberg in Mangold/Payandeh (2022), note 53.
\textsuperscript{170} James v Eastleigh Borough Council (1990) 2 AC 751.
\textsuperscript{171} I read this as a hard case which blurs the bright-line distinction, not as supporting the broader view of Adams-Prassl et al. (2022) that EU law’s scope of direct discrimination is broader than US law’s disparate treatment.
\textsuperscript{172} Adams-Prassl et al. (2022) (but without a clear new benchmark).
\textsuperscript{173} See the UK case of Lee v. Ashers Baking Company Ltd and others [2018] UKSC 49 (“exact correspondence test”); hesitant Sacksofsky in Mangold/Payandeh (2022), note 53 et seq.; for different reasons: Campbell/Smith (2022), pp. 10 et seq.
\textsuperscript{174} Above D.II.2.a.
\textsuperscript{175} Discussing the hypothetical of a bouncer asking guests queuing to enter a club for a college degree: Rödl/Leidinger in Mangold/Payandeh (2022), note 57 et seq.
\textsuperscript{176} In an employment context, they suggest that “intent is clear, if the employer continues because he liked the discrimination produced”, Barocas/Selbst (2016), p. 699.
\textsuperscript{177} Barocas/Selbst (2016), p. 699; for German law see Rödl/Leidinger in Mangold/Payandeh (2022), note 57 (“cover-up”).
\textsuperscript{178} Barocas/Selbst (2016), p. 699.
discriminatory output it produces has intuitive appeal, arguably because it rings of circumventing legal rules. Following this line of thought, the second lender could not escape liability. He deliberately picks variables which correlate narrowly with the protected attribute, which makes his argument a pretext. At the same time Barocas and Selbst are aware of the slippery slope they face: “Deciding to follow through on a test with discriminatory effect”, they reason, “does not suddenly render it disparate treatment”.\textsuperscript{179} This seems to suggest that sheer awareness of a correlation between a neutral variable and the protected attribute alone is not enough to trigger disparate treatment liability. As Hellman explains: “The Supreme Court has insisted that a screening tool must have been adopted “because of” the disparate impact and not merely “in spite of” these foreseeable consequences in order to give rise to strict scrutiny”.\textsuperscript{180} Against this background, the third hypothetical lender escapes liability. He knows that the model will find narrow correlations but refrains from deliberately training it to do so. In practice, this means that only a disparate impact/indirect discrimination case is available.\textsuperscript{181}

Hard cases are neither a novel phenomenon nor necessarily a reason to revisit the starting point of doctrinal distinctions. So far, relevant cases have been sparse, and the debate has profited from the implicit understanding that there is a very limited number of attributes which are identical to the protected trait. Additionally, most hypotheticals concern deciders which deliberately seek out attributes generally understood to be identical to the protected characteristic – such as redlining and race. Imposing liability made sense to close an apparent gap for circumventing the rule. A defendant who could show that other motives drove the decision and he only acted “in spite of” the consequences escaped liability.

With the advent of big data and AI models, these implicit assumptions seem less compelling. Instead of a few rare variables mirroring the protected trait, the number of variables the AI identifies as stand-in proxies will grow immensely. This is true for individual variables an AI finds to correlate with a protected attribute. It is even more evident for bundles of variables which in their combination allow to precisely predict the probability of a person to share a protected trait.\textsuperscript{182} Lenders can obtain a very precise picture of applicants for a loan. What is more, blocking a short list of protected input variables will often not lead to a different result. Many other variables redundantly encode the information contained in the protected attributes. In that way, the outlier case of finding a neutral attribute which works as a proxy for a protected characteristic becomes the new standard. One of the cornerstones of anti-discrimination law, the distinction between protected and neutral attributes, will be blurred because a neutral attribute or bundles of these can fulfill the same function as a protected one. Put differently: There will be many more hard cases.

\textsuperscript{179} Barocas/Selbst (2016), p. 699.
\textsuperscript{180} Hellman (2020), p 852.
\textsuperscript{181} For EU law see Hacker (2018) p. 55; Wachter et al. (2021), p. 41; Zuiderveen Borgesius (2020), p. 31; for a broader understanding under EU law see Adams-Prassl et al. (2022); on terminology Sacksofsky in Mangold/Payandeh (2022), note 12.
\textsuperscript{182} To illustrate, consider marketing researchers who have found numerous strategies to predict age or sex, based on online behavior, mobile phone services, natural language processing or twitter usage, see e.g. Al-Zuabi et al. (2019).
At first glance, it would be a natural consequence for the distinction between acting “because of” a negative impact on protected communities or “in spite of” that impact, to fill the doctrinal gap. If decisions cannot be adequately judged looking to protected or neutral building blocks, motives and intent might work as benchmarks. However, reasoning along those lines would be hard to square with the principles traditionally underlying US and EU anti-discrimination law. The core tenet of anti-discrimination law would then revolve around the question whether a defendant acted “because of” the negative impact on protected groups. This stands in stark contrast with received doctrine which has for good reason opposed requiring intent or specific motives when establishing an anti-discrimination case.183

Asking plaintiffs which are faced with algorithmic decision-making to prove intent is not only, doctrinally speaking, a step backwards. Additionally, it will often be complicated to pin down the relevant decision-maker and to prove intent. Algorithmic models are about outsourcing the identification of a specific attribute. In many ways, “the model” is the decision-maker. However, as long as there are no legal rules tailored to this situation, the plaintiff is left with going back to the human decision-makers involved in making a lending decision. Traditionally, plaintiffs investigated the decision to pick a facially neutral variable. Instead, they must now explore the state of mind of the lender who realizes the discriminatory potential of his model. If the plaintiff is lucky, he faces the second hypothetical lender who deliberately chooses a stand-in proxy. More realistically, the plaintiff will confront a situation I described as the third hypothetical lender. This lender will be both, the most frequent and the most troubling case. His motivation is business profit. This lender points his fingers at “the model” and claims to just go along with whatever it suggests. The Fintech lender Upstart provides a good illustration for a lender who, arguably, was aware of a troubling correlation and still wished to escape rather than cement discrimination.184 Upstart’s underwriting model uses various variables. Educational background is one of the variables used and Upstart claims that this allows to grant more loans to minority groups than lenders working only with traditional FICO scores. This inspired the mystery shopping exercise I described above.185 The authors found that under Upstart’s model borrowers with an educational background in a historically Black or a Hispanic/Latinx institution paid a significant penalty on both, origination fee and interest rates, if compared with borrowers who attended NYU. While Upstart did not use race as a variable, it would be surprising for a US lender to be unaware of a correlation between race and education.186 Still, there was no indication of discriminatory intent on the side of Upstart. Rather, including education (among other variables) contributed to a more granular prediction of credit default risk, to finding more “invisible primes” and to (in the aggregate) originating more loans.187

Should a lender of this genre choose to run output tests, he might become aware of inequality across applicants. However, awareness alone is what the US Supreme Court addresses as deciding “in spite of” the impact on a protected characteristic. The fact alone that he is aware of an asymmetric

183 See above D.II.2.b.
185 See above B.
186 This assumes that Upstart was not hiding its true motivational element of discriminating on the grounds of race. If this were the case, we would be faced with a masking situation as explained in the preceding section.
distribution of an AI model’s output does not entail a disparate treatment case.\textsuperscript{188} Additionally, even if we were prepared to accept awareness of inequality across groups alone as triggering disparate treatment/direct discrimination liability, this would bring about a somewhat paradoxical result, especially in the case of scoring credit default risk.\textsuperscript{189} The better and more granular the model, the more likely it would be considered illegal.

b) The second Hard Case: A Facialy Neutral Attributes implies a Protected Characteristic

Algorithmic decision-making based on big data is likely to shed an unwelcome light on another doctrinally hard case. It revolves around attributes which not only correlate with a protected trait but are understood to be somehow implied by it.\textsuperscript{190} Pregnancy is a classic example.\textsuperscript{191} Neither US nor EU law had originally listed the term “pregnancy” as a protected characteristic. A textualist reading would expect courts to address the issue as one of proxies, facially neutral variables which correlate with a protected characteristic. This is indeed what US courts did in the 1970s. In \textit{Gilbert}, the US Supreme Court held that exclusion of pregnancy from a disability benefits payments plan was not based on sex.\textsuperscript{192} Congress had to amend Title VII to extend its protection to pregnancy, closing an apparent gap. By contrast, the European Court of Justice, following more purposive principles of interpretation, found that pregnancy is “inextricably linked” to the female sex. A refusal to employ an applicant due to pregnancy, so the Court reasoned, can only concern women.\textsuperscript{193} Rather than have plaintiffs wait for a legislative amendment, the Court proceeded with a broad reading of the term sex. Pregnancy was addressed as an attribute inextricably linked to sex. Half a century after \textit{Gilbert}, the US decision in \textit{Bostock} arrived at a similar result. The court applied Title VII’s prohibition of discrimination on grounds of sex to discrimination because of sexual orientation. Claiming that this followed from a textualist interpretation of the term sex,\textsuperscript{194} the Court argued that it is impossible to discriminate against homosexual or transgender persons without first ascertaining their sex. Decisions based on homosexuality or transgender identity were held to “necessarily entail” sex.\textsuperscript{195}

Once again, the traditional debate profits from the fact that one attribute implying another one is a rare occurrence. Relatively few court cases speak about neutral variables which “necessarily entail” a protected characteristic. Consequently, the conceptual fuzziness these cases introduce to the

\begin{footnotesize}
\textsuperscript{188} See above D.II.1; Adams-Prassl et al. (2022), p. 8 claim that this is a “startling conclusion”. I disagree. Credit underwriting presents a good example: Lenders will often be aware of differences in credit default risk across protected groups. This can be a result of statistical discrimination, if protected groups, statistically, present a higher credit default risk see above B. Understanding this fact alone as troubling conflates statistical and taste-based discrimination.

\textsuperscript{189} But see above C for different a definition of success, such as allowing to find especially vulnerable borrowers.

\textsuperscript{190} See Adams-Prassl et al. (2022), p. 12: “inherently discriminatory”; Krishnamurti/Salib (2020): “Conceptual Causation”; referring to the latter: Berman/Krishnamurthi (2021), pp. 88 et seq.; discussing “being a mother” as a “true subset of one sex” on p. 105; Sacksofsky in Mangold/Payandeh (2022), note 58 et seq.

\textsuperscript{191} For the sake of this example, I do not address the situation of transitioning persons where a man might become pregnant, see Sacksofsky (2017).

\textsuperscript{192} General Electric Co. v. Gilbert, 429 U.S.125 (1976), p. 149.

\textsuperscript{193} ECJ ECLI:EU:C:1990:383 (note 2).

\textsuperscript{194} The debate whether the Court’s result in Bostock can indeed be explained under a textualist approach is outside the scope of this paper; for an overview see Berman/Krishnamurthi (2021).

\end{footnotesize}
separation between prohibited and neutral attributes has not yet led scholars to revisit the starting point of the distinction.  

Mirroring the first hard case, big data and AI alter these implicit assumptions. We will face many novel proxies: single variables or bundles of those which allow to predict protected characteristics with a very high probability. Often, the AI will find unexpected correlations with enormous predictive power. If these predictions are as good as the predictive power of pregnancy for sex, can we then say the variable the AI found “implies”, “necessarily entails” or is “inextricably linked” to a protected attribute? If a specific bundle of variables allows to predict a protected characteristic, does the bundle in its entirety “necessarily entail” a protected attribute? To be sure, algorithmic decision-making with big data multiplies the fuzziness which variables implying a protected attribute have brought about. So far, narrow precedents on pregnancy and sex identity provide rough guidance at best. What is more, the rationale underlying these cases has little to do with the unanticipated correlations AI unearths. Instead, it is evidence of another poor fit of received anti-discrimination law for algorithmic decision-making.

III. US Disparate Impact and EU Indirect Discrimination Law on Algorithmic Credit

Underwriting

The doctrinal challenges a disparate treatment/direct discrimination case faces for algorithmic decision-making explain why current debates instead center on disparate impact/indirect discrimination. This doctrine allows for a more intense normative control of contracting choices. Under both, US and EU law, disparate impact/indirect discrimination deals with facially neutral variables or practices. As a starting point, it is worth remembering that it is (of course) not prohibited per se to use neutral variables or practices as building blocks for a decision. However, if a specific neutral characteristic or practice consistently triggers less favorable treatment of protected communities, this makes it “suspicious”, as it were. One explanation might be, that we are looking at a variation of the first hard case discussed above. A decision-maker might have found a seemingly neutral attribute or practice to hide his true discriminatory motivations. In the words of the US Supreme Court, the doctrine then works as “an evidentiary tool used to identify genuine, intentional discrimination – to ’smoke out,’ as it were, disparate treatment”. Similarly, in an older decision the ECJ held that “rules based on other criteria such as residence abroad, language, place of birth, descent

---

196 But see the intense debate on what constitutes the counterfactual when discussing sex in the wake of Bostock, Berman/Krishnamurthi (2021); Demb罗ff/Kohler-Hausmann (2022), pp. 60 et seq.; Eidelson (2022), pp. 788, 794 et seq.; Koppelman (2022).

197 See Adams-Prassl et al. (2022), pp. 14 et seq. for what they call the “perfect proxy”.

198 But see Adams-Prassl et al. (2022) with the attempt to reorient the discussion towards disparate treatment/ indirect discrimination.

199 See above D.II.3.a.

200 Ricci v. DeStefano, 557 U.S. 557 (2009), discussed at Gillis (2022), p. 25 (“intent-based”); overview at Langenbucher (2020), p. 554; on EU law’s trajectory from a formal to a more substantive approach of indirect discrimination doctrine see Rebahn/Kietzbaul (2010), p. 384 et seq.; further: Sacksofsky in Mangold/Payandeh (2022), note 105; Unger-Sternberg in Mangold/Payandeh (2022), note 91; for EU law see Mangold/Payandeh in Mangold/Payandeh (2022), note 109, listing the prohibition to circumvent anti-discrimination law as well as shifting the burden of proof.
or performance of military service in the country may in fact conceal discrimination on the basis of nationality”.

Today, disparate impact/indirect discrimination principles are overwhelmingly understood as going beyond a mechanism to discover covert discrimination, at least if a constitutional law context is at stake. When faced with the government discriminating against a private citizen, most courts and scholars follow some version of a substantive, anti-subordination approach. They are interested in the effects and “the consequences of [...] practices, not simply the motivation”. It follows from this understanding that plaintiffs do not have to prove discriminatory intent or motives. However, if private parties are litigating, this move from formal to substantive anti-discrimination theories is considerably less pronounced. Most start from the ground rule that private parties enjoy free contracting choices. Faced with disparate impact on protected groups, the focus of the discussion shifts to whether there are other, equally useful but less discriminatory strategies for the defendant to achieve his goal. If this cannot be established, US and EU law allow for variations of a business necessity defense to justify the practice despite the disproportionate output. These are the core differences if compared with disparate treatment/direct discrimination, where no justificatory reason regime applies.

1. US Disparate Impact Doctrine and Credit Underwriting

There is no comprehensive US Supreme Court guidance as to whether disparate impact doctrine extends to access to credit. Ricci seemed to limit the doctrine, but in Inclusive Communities the Court held that “disparate impact claims are cognizable under the Fair Housing Act (...) when their text refers to the consequences of the actions”. The ECOA lacks a results-oriented language of this type. Still, the CFPB and some courts seem open to applying disparate impact in that area.

2. EU Indirect Discrimination Doctrine and Credit Underwriting

---

202 Mangold/Payandeh in Mangold/Payandeh (2022), note 110; Sacksofsky (2017); Sacksofsky in Mangold/Payandeh (2022), note 20 et seq., 107 et seq., stressing the link between equality and dignity/human rights; broad understanding even for private law at Grüneberg (2013) p. 1004 et seq.
205 Below D.III.1. As an illustration see Art. 3 para. 2 EU Directive 2004/113: “This Directive does not prejudice the individual’s freedom to choose a contractual partner as long as an individual’s choice of contractual partner is not based on that person’s sex”. For European and German law see the different approach at Grüneberg (2013) p. 1004 et seq., claiming that a more general equal protection principles applies between private citizens. He moderates this claim by introducing justificatory reasons; a short version of his argument is to be found at Grünberger (2017), p. 16 et seq.
206 See, however, Sacksofsky in Mangold/Payandeh (2022), note 96 et seq., explaining that distinctions can still be legitimate if (i) exceptions to the rule apply or (ii) the relevant persons are not similarly situated.
All EU anti-discrimination Directives have so far explicitly covered both, direct and indirect discrimination,\(^{210}\) however, their impact on a loan context is limited.\(^{211}\) By contrast, the reformed EU Consumer Credit Directive/2021, the first to specifically prohibit discrimination in the “conditions to be fulfilled for being granted a credit”,\(^ {212}\) does not explicitly say whether it covers indirect discrimination.

While the earlier Directives included a definition of direct and indirect discrimination, the Consumer Credit Directive/2021 does not. Arguably, this does not warrant a departure from established practice. Had the EU legislator wanted to limit the new rule to cases of direct discrimination, one might have expected a clear indication. Recitals (25) and (26) provide an additional, albeit vague argument for this reading of the Directive. They reference Art. 21 of the Charter of Fundamental Rights which some understand as extending to indirect discrimination.\(^ {213}\) However, even under this understanding it is important to bear in mind that the Charter explicitly addresses only the institutions of the Union and its Member States when they are implementing Union law, Art. 51 para. 1 s. 1 of the Charter.\(^ {214}\) The text of the Charter is silent as to bringing it to bear on private law relations between citizens.\(^ {215}\) However, the ECJ decisions in Egenberger,\(^ {216}\) Max-Planck-Gesellschaft\(^ {217}\) and Cresco Investigation\(^ {218}\) hint at implications along those lines\(^ {219}\) and in employment law cases, Art. 157 TFEU has since the 1970s been understood to prohibit sex discrimination between private parties.\(^ {220}\) Still, the extent to which fundamental human rights impact dealings between private citizens is today not fully established.\(^ {221}\) Even assuming an interpretation along those lines, the fundamental rights of the discriminated community must be balanced against the fundamental rights of the discriminator.\(^ {222}\) In a credit underwriting context this covers the lender’s right to make an unencumbered contracting choice. Additionally, there are macro-concerns of financial stability and responsible lending to consider.\(^ {223}\)

\(^{210}\) See Sacksofsky in Mangold/Payandeh (2022), note 5 distinguishing this EU secondary law strategy (explicit mentioning of indirect discrimination) from human rights texts which list protected categories and proscribe discrimination “on grounds of” these categories. The US ECOA (albeit statutory law) falls in that second category.

\(^{211}\) See Directive 2000/43 and Directive 2003/124 and above at A.

\(^{212}\) Art. 6.

\(^{213}\) Jarass (2021), Art. 21 note 33 (however, referencing the ECJ in the context of existing Directives where indirect discrimination is explicitly covered).

\(^{214}\) Gärditz in Mangold/Payandeh (2022), note 66.

\(^{215}\) The same is true for Human Rights under the German Basic Law, see Gärditz in Mangold/Payandeh (2022), note 2 et seq.; however, German law accepts indirect effects of Human rights between private citizens. Some explain this as a requirement for courts to respect the Basic Law when they interpret open-ended legal terms, others understand this as a more general obligation of the State to protect its citizens, see ibid. note 21 et seq.; sex, ethnicity, race, language, homeland and origin, faith, religious or political opinion under Art. 3 para. 3 Basic Law are widely considered as holding not only the government, but also private citizens to anti-discriminatory standards, see ibid note 58.

\(^{216}\) ECLI:EU:C:2018:257.

\(^{217}\) ECLI:EU:C:2018:874.

\(^{218}\) ECLI:EU:C:2019:43.

\(^{219}\) Overview at Mörsdorf (2019).


\(^{221}\) For a short introduction see Langenbacher/Donath in Langenbacher (2022a), § 1 note 53; Schrader/Donath in Langenbacher (2022a), § 7 note 125; further see Gärditz in Mangold/Payandeh (2022), note 67 et seq.

\(^{222}\) See Jarass (2021), Art. 21 note 4, 18, 39; Gärditz in Mangold/Payandeh (2022), note 35, justifying anti-discrimination law (among other things) as prohibiting contractual choices which perpetuate illegitimate stereotypes and biases; overview at Grünberger (2017), p. 16 et seq.

\(^{223}\) See below E. III., IV.
3. Facial Neutral Building Blocks and Unequal Output across Groups

Under the assumption that disparate impact/indirect discrimination doctrine does apply to credit underwriting, a first test prong US\textsuperscript{224} and EU law\textsuperscript{225} look to are the decision’s building block. It is useful to note that this should not be misunderstood as a traditional causation requirement to explain why the facially neutral attribute brought about the decision. Quite to the contrary, it is one of the characteristics of disparate impact/indirect discrimination that the neutral variable correlates with a protected attribute but does not cause the disparate outcome.\textsuperscript{226} Still, what this test prong achieves is to exclude a showing of statistical disparity only.\textsuperscript{227} Put differently: the plaintiff must identify a distinct neutral but suspicious variable or practice as one of the building blocks towards the discriminatory output.\textsuperscript{228}

Paradigm examples for a suspicious variable used in EU employment law cases concern different working conditions for employees. If they distinguish between full-time and part-time work, there can be a prima facie case established if most part-time workers are female.\textsuperscript{229} The plaintiff must identify the variable “part-time work”. She does not have to show that every part-time worker is female. However, it is not enough to provide statistics on how female employees are treated differently than their male counterparts without identifying a variable or practice, such as part-time work, which drove the decision.

The US Supreme Court decision on Title VII in Griggs illustrates how a specific practice caused disparate impact across racial groups. The employer had used the score in an intelligence test as decisive for the position as a manual laborer, thereby discriminating against Black employees. Title VII prohibits employment tests which are not a reasonable measure of job performance. Justice Burger stressed that “the Act does not command that any person be hired simply because he was formerly the subject of discrimination, or because he is a member of a minority group”. Bringing in statistics to show a significant underrepresentation of Black employees, without identifying the intelligence test used, would not have been a successful strategy. However, the Justice continued,

\textsuperscript{224} The US Supreme Court has at times stressed the “consequences of actions”. This is not to be understood as establishing a purely output-oriented control, doing away with the causation requirement. Rather, when speaking of “the consequences of actions” the Court was concerned with delineating disparate impact doctrine from “the mindset of actors”, see Texas Department of Housing and Community Affairs v. Inclusive Communities Project, Inc., 135 S. Ct. 2507 (2015), p. 10. See further below at D.III.3.a on Texas Department of Housing and Community Affairs v. Inclusive Communities Project, Inc., 135 S. Ct. 2507 (2015) not allowing liability imposed solely based on a showing of a statistical disparity, id. p. 18 and stressing the importance of a „robust causality requirement” id., p. 20.

\textsuperscript{225} See ECJ ECLI:EU:C:1993:859 on burden of proof after a plaintiff has established statistical proof; see also ECJ ECLI:EU:C:2019:828 (note 56); ECLI:EU:C:2013:122 (note 42 et seq.); Mangold/Payandeh in Mangold/Payandeh (2022), note 107.

\textsuperscript{226} Rebhahn/Kietaitbl (2010), p. 390.


\textsuperscript{228} Gillis (2022), p. 27; Rebhahn/Kietaitbl (2010), p. 390; von Ungern-Sternberg in Mangold/Payandeh (2022), note 92 (“relevante Wirkvariable”).

“the Act proscribes not only overt discrimination, but also practices that are fair in form, but discriminatory in operation.” Pointing to the disparate outcome alone was not enough for the plaintiff’s case. Instead, he had to identify the intelligence test as the suspicious practice.

For the plaintiff, this requirement often turns on the relevant standard of proof. In the US, a disparate impact case requires a *prima facie* showing of a disparate outcome for a protected group. Cases can be made under the burden-shifting framework developed in Title VII cases, often by bringing in statistical evidence. For an outcome to be disparate, a relevant set of persons must be identified and the outcome for these persons must be compared to the rest of the relevant sample. If the protected group is faced with a less favorable outcome, a *prima facie* case is established. Along similar lines, EU Directive 2000/43 – while referring the matter back to the Member States – mentions that indirect discrimination may be established “by any means including on the basis of statistical evidence”. Member States law differ on who must prove facts which make a disparate output across groups more likely than not and on the burden of proof to establish a justificatory reason.

### 4. Justificatory Reasons

Disparate impact/indirect discrimination doctrine is triggered by neutral, yet suspicious characteristics or practices. The *prima facie* case the plaintiff establishes to show disparate output makes the characteristic or practice suspicious. Defendant must demonstrate that there was a justification which explains the disproportionate outcome across groups. Defendants can deny that there was a disproportionate outcome by discussing group membership. Assume, for example, that a lender’s practice results in denying loans to 70% of female and 20% of male applicants. Given that (roughly) 50% of the population are female, this looks like a disproportionate outcome across the sexes. However, the lender might claim that in the credit underwriting context, group membership cannot be limited to sex alone. Instead, he might suggest that only similarly situated sets of applicants ought to be compared. To decide which set is similarly situated to another set, he could propose to look at variables such as net worth, income, or credit history, all of which influence credit default risk. The effect might not be disproportionate if, for similarly situated sets of loan applicants, no sex discrimination shows. It is obvious that many cases will turn on building and comparing such sets of loan applicants. The narrower the group which serves as benchmark for a disparate impact comparison, the more difficult for a plaintiff to establish a case.

---

231 See Kim (2022), p. 17 on difficulties in practice to collect data about outcomes across the applicant pool.
232 Recital (15); see Sacksofsky in Mangold/Payandeh (2022), note 126 et seq.; in an employment context see ECJ ECLI:EU:C:2019:828 (note 56); for German law transposing EU law see Hoffmann (2014); Thüsing (2021), § 22 AGG note 17.
233 Accepting general data on labour markets but stressing the discretion of national courts: ECJ ECLI:EU:C:2019:828 (note 56); see Muthorst in Mangold/Payandeh (2022), note 57, 64; critical as to statistical data: Thüsing (2021), § 22 AGG note 17.
234 See above D.II.1.b. on burden of proof, further: ECJ ECLI:EU:C:1993:859 on burden of proof after a plaintiff has established statistical proof; see also ECJ ECLI:EU:C:2019:828 (note 56); ECLI:EU:C:2013:122 (note 42 et seq.); on justificatory reasons: Reimer in Mangold/Payandeh (2022); *ibid* note 70 et seq. on probabilistic assessments as a justificatory reason.
More defense strategies are available if defendants can establish why their legitimate outweigh the interests of the members of the protected group. How to do this varies significantly across context. A case of employment discrimination calls for different reasons than a housing case, and a credit underwriting case calls for still different justificatory reasons. In a loan context, US law asks the lender to demonstrate a business necessity for treating the members of the protected group less favorably. 235 More granularly, EU law first asks for a legitimate aim and a legitimate tool, to then focus on the variables or practices employed by the discriminator. These must pass a test for being fit for purpose, necessary, and overall proportionate. 236

The most natural aim for a lender to pursue is assessing credit default risk. Statistical evaluation and scoring procedures have developed as a legitimate tool over the last century. 237 Put differently: the statistical discrimination these produce does not automatically translate into discrimination under the law. 238 Instead, the lender must provide justificatory reasons. 239 The burden then shifts back to the plaintiff for another strategy: He might show that there was a less discriminatory way to achieve that same goal. He will succeed if there is an alternative regime which is equally fit for purpose, if this regime produces less discriminatory output and if requiring the lender to use this alternative regime is overall proportionate if balanced against the interests of the applicants. 240

On a side note, it might be worth noting that strategic business goals of the lender which go beyond credit default risk pose more complicated normative questions. Personalized pricing of a loan based on its value for the specific borrower provides an especially troubling example. 241 Borrowers in urgent need of a loan or with less sophisticated knowledge when evaluating and comparing interest rates will often be a vulnerable target for predatory lenders, 242 a practice sometimes dubbed as “reverse redlining”. 243 In the US, some federal action has been taken through the Secure and Fair Enforcement for Mortgage Licensing Act 244 or the CFPB’s qualified mortgage rule. 245 The DOJ, the CFPB and the OCC have in October 2021 announced the launch of a “Combating Redlining Initiative” which includes “modern-day redlining” and discriminatory algorithms. 246 At the same time, strategic pricing is not illegal per se. The debate on this strategy in the context of algorithmic

235 Noting that there is little guidance on this question under US law: Gillis (2022), p. 72; critical on the vagueness of this (English) concept Sackosfsky in Mangold/Payandeh (2022), note 45, 129 et seq.
236 ECJ ECLI:EU:C:2015:480; ECLI:EU:C:2012:657.
237 See above B.
238 See above B.
239 Hurlin et al. (2021) offer a methodology to distinguish whether a lender discriminates only for creditworthiness.
240 See von Ungern-Sternberg in Mangold/Payandeh (2022), note 68, 75.
241 See below E.III.2.
242 DeYoung/Philips (2006).
245 O’Keefe (2016).
credit-underwriting is still in its infancy. The EU Consumer Credit Directive/2021 seems rather open towards personalized pricing.\textsuperscript{247} The amendment proposed by the EP is somewhat more restrictive.\textsuperscript{248}

5. The Third Hard Case: Neutral Building Blocks in Algorithmic Credit Underwriting

Above, I have identified the third hypothetical lender as the most realistic narrative.\textsuperscript{249} He uses an algorithm and big data without deliberately choosing proxy variables that stand in for protected attributes. He might be aware of unequal output across groups but sticks with the algorithm “in spite of”, not “because of” its disparate impact.\textsuperscript{250} There are two potential avenues for a disparate impact/indirect discrimination case against a third hypothetical lender of this genre. A plaintiff could work her way through every single facially neutral variable the AI has access to and show how one – or many – of these variables, or various variables in their combination, trigger the disparate output. Instead, a plaintiff might claim that using the algorithmic model as such is a facially neutral practice.\textsuperscript{251}

a) Bundles of Variables

The first strategy, looking at every single variable, can make sense in a limited-input model, illustrated, for instance, by the e-commerce model mentioned above which worked with only ten variables.\textsuperscript{252} If the lender uses a model of this type, the plaintiff might be able to identify the suspicious variable. In a litigation context this presupposes that the plaintiff gets access to the variables the lender uses. To the extent that courts understand these as proprietary business information of the lender or the scoring agency, plaintiffs will face significant hurdles.

It is less clear whether this strategy will be successful if not one variable, but various variables in their combination produced the disproportionate output. Traditional doctrine has not dealt with these cases.\textsuperscript{253} For credit underwriting, the Fintech lender Upstart provides an illustration.\textsuperscript{254} To decide on a loan application, it uses a bundle of variables, such as education, employment history and more. Importantly, it only processes variables in concert, not in isolation.\textsuperscript{255} The mystery shopping exercise

\textsuperscript{247} See recital (40) referencing the AI Act and stating that “creditors, credit intermediaries and providers of crowdfunding credit services should be allowed to personalise the price of their offers for specific consumers or specific categories of consumers based on automated decision-making and profiling of consumer behavior allowing them to assess the consumer’s purchasing power”; see further recital (39) and Art. 10 para. 3 (t) requiring transparency; in more detail below at E.III.


\textsuperscript{249} See above D.II.3.a.

\textsuperscript{250} Hellman (2020), p. 852.

\textsuperscript{251} See von Ungern-Sternberg in Mangold/Payandeh (2022), note 67 requiring justificatory reasons for both, the decision taken and the tool employed.

\textsuperscript{252} Berg (2018), see above B.

\textsuperscript{253} Doubting that indirect discrimination adequately covers these cases: von Ungern-Sternberg in Mangold/Payandeh (2022), note 92.

\textsuperscript{254} See above B.

\textsuperscript{255} CFPB (2017), p. 4.
on Upstart described above\textsuperscript{256} suggested a disparate impact case along traditional lines. It held all other inputs constant and varied only educational background. Its ensuing report found significant differences between Black, Latinx and white persons as to both, loan origination fee and interest rate, depending on which college a loan applicant had attended. However, the problem with the mystery shopping exercise’s methodology is that Upstart uses a bundle of variables which redundantly encode the same information. To give a comprehensive answer, the mystery shoppers would have needed to show the result the algorithm would have arrived at when eliminating the variable “college attended”. The more sophisticated Upstart’s algorithm and the broader its data base, the higher the probability that the model would have arrived at the same conclusion, even without including the college the applicant attended. \textsuperscript{257} In theory, a plaintiff could go through many rounds of eliminating variables and stand-in variables. But the more variables are eliminated, the more we face a stripped-down version of the model which has little to do with the one the lender used.

**b) The Algorithm as a Facially Neutral Practice**

A second strategy to make a disparate impact/indirect discrimination case is to understand the entire algorithmic model as a facially neutral practice which leads to the discriminatory result. There are two concerns with this understanding. The first has to do with the counterfactual when eliminating the model as the building block. The second addresses the role of causation and correlation.

Plaintiffs must identify a building block which led to the decision and show that the outcome would have been different if the defendant had not based his decision on the relevant variable or practice. In line with disparate treatment/direct discrimination, this does not require the variable or practice to be the sole building block.\textsuperscript{258} EU law even embraces a probability standard under which it must be more likely than not that the building block triggered the discriminatory output.\textsuperscript{259} Still, neither the ECJ nor the US Supreme Court have accepted a showing of statistical disparity only.\textsuperscript{260} This serves to rule out situations where random sampling caused the disparity.\textsuperscript{261} It also rules out cases where the same disparate impact would have existed without the defendant engaging in the challenged practice.\textsuperscript{262}

\textsuperscript{256} See above B.
\textsuperscript{257} Importantly, bundles of variables pose a different problem than mixed motives (on those see above D.II.2.a.). Mixed motives, and their treatment as a problem of but-for causation, provide an answer to the question whether a decision must be triggered \emph{solely} by one variable (the answer is: no). With bundles of variables, it is the combination of the various variables which triggers the offending result.
\textsuperscript{258} Above D.II.2.a.
\textsuperscript{259} Above D.II.2.a
\textsuperscript{260} Texas Department of Housing and Community Affairs v. Inclusive Communities Project, Inc., 135 S. Ct. 2507 (2015), p. 2523: this would be incompatible with a “robust” proof of causation, meant to ensure that defendants are not “held liable for racial disparities they did not create”; for an EU version of this argument see the discussion at Grünerberger (2013), p. 660 et seq.; Mangold/Payandeh in Mangold/Payandeh (2022), note 110; von Ungern-Sternberg in Mangold/Payandeh (2022), note 91. A “robust” proof must show that statistical significance is “sufficiently substantial”, see further Watson v. Fort Worth Bank & Trust, 487 U.S. 977 (1988), p. 995; providing a hypothetical under German law transposing EU law and suggesting a reversal of burden of proof: Grünerberger (2021), p. 233; see further Hoffmann (2014).
To judge whether the same result would have been reached without the lender employing the algorithm, one needs to establish a hypothetical counterfactual. If the underwriting process was entirely automated, it is not clear how to proceed. Removing the AI model leaves us without a guideline for assessing the counterfactual. By contrast, if a human credit officer is involved, the plaintiff faces the challenge of proving that the credit officer would have come to a different, less discriminatory conclusion without the model. While not unthinkable, in practice this will amount to a very challenging task, even under the EU’s probability standard.

One might instead be tempted to dispense with identifying relevant building blocks altogether when dealing with algorithmic decision-making. Each time an algorithm was involved in a decision, it would be sufficient to point to the output. If it proved disproportionate across groups, we would have to find a justificatory reason. This would be true even if it could not be established that the decision would have looked differently without the algorithm. Put differently: the mere fact of employing an algorithm would intensify the normative control of contracting choices.

Despite its short-cut appeal, a proposal along those lines faces several concerns. There are good reasons for received doctrine to require distinct building blocks to counterbalance normative control mechanisms. One of these is to publicly identify suspicious variables or practices which courts suspect of allowing to deliberately hide discriminatory intentions.\(^{263}\) Another reason has to do with limiting responsibility. While disparate impact/indirect discrimination is not fault-based, a defendant has so far not been held responsible for consequences of past discrimination, understood as a wrong he did not create.\(^{264}\) Without requiring to identify distinct building blocks, this line is blurred.\(^{265}\) Yet another reason to require such building blocks is to incentivize defendants who become aware of their action’s discriminatory potential to look for alternatives which are less discriminatory. (Only) if this cannot be established, a justificatory reason is available. This opens the door to discussing the quality of the algorithmic model employed, an avenue I will pursue below.\(^{266}\) Furthermore, without identifying distinct building blocks and, instead, simply pointing to the algorithmic model, we would hold algorithmic decision-making to a higher normative standard than human decision-making, even if the discriminatory output was lesser than what a human decider would have produced.\(^{267}\)

c) Beyond Discrimination: Output Only?

This last thought might have persuaded the CFPB to choose an entirely different path in its no-action letter for Upstart. The Bureau did not follow received doctrine of pointing out a neutral variable or practice, establishing disparate impact and looking for justificatory reasons. From what can be gathered based on publicly available information, the Bureau simulated outcomes under Upstart’s

---

265 See Wachter (2022), pp. 31–32 on explaining that “discriminatory behaviors carry with them an assumption of moral superiority” and claiming that “these notions make a lot of sense from a human lens (…) however, when algorithms being used it is not fully clear if their grouping invokes the same moral wrong”.
266 Below E.I and in this context von Ungern-Sternberg in Mangold/Payandeh (2022), note 68.
267 Critical as to output controls more generally: Mayson (2019), p. 2249: “imposing certain metrics of output equality will therefore have a cost in accuracy”; see further: Sunstein (2019), p. 509: “tradeoff between accuracy and fairness”.
proprietary model and compared them with outcomes under a hypothetical model using FICO scores. The simulation, based on data provided by Upstart, saw this lender approving 27% more borrowers than traditional lending models. Personal loan interest rates were 16% lower on average. The CFPB found no disparities for minorities, females, or applicants 62 years or older. Put differently: Minority borrowers had better chances to be eligible for a loan under Upstart’s model than under the hypothetical traditional model. The Bureau understood these findings to exclude disparate impact concerns, because borrowers fared better under Upstart’s model than under a (hypothetical) traditional model. The Bureau did not comment on the fact that, zooming in on one subset of minority borrowers (Black and Black-Hispanic applicants), the distribution was still skewed. Minority borrowers which were eligible under Upstart’s model were facing disadvantages when compared with the subset of white and white-Hispanic persons eligible under Upstart’s model. This was true as to relative numbers of access to credit, origination fees and interest rates. It is also consistent with the empirical studies described above.

It is hard to say whether one should applaud the CFPB for this unusual strategy or criticize it for overreaching its authority. The Bureau’s thinking might have been: If in absolute numbers more protected-group-borrowers have access to loans than under a hypothetical FICO score, this provides for more inclusion. Against that background, the Bureau might have claimed, it does not matter if the surplus is unequally distributed, everyone is better off. But is this a convincing argument under the angle of anti-discrimination doctrine?

Looking to a hypothetical simulation with FICO as the counterfactual is not entirely unreasonable in a country where access to loans follows a standardized routine. It rewards lenders who offer an advantage, at least for some groups and at least if compared with the current situation.

However, two downsides are apparent. The current (in the US: FICO-based) standard remains the benchmark. This can hurt innovation and it can defeat the purpose of those FinTechs who wish to offer access to credit for borrowers who do not perform well under the traditional metric. Additionally, the CFPB’s aggregate-view test is hardly compatible with received disparate impact doctrine. Anti-discrimination law is about relative disadvantages of one group when compared to another group. The Bureau focused instead on the surplus produced by Upstart’s model, irrespective of the relative composition of the group of borrowers. This is not to say that such criteria are irrelevant or should not be pursued. They just cannot be justified under received anti-discrimination law.

In its 2020 renewal of the no-action letter, the CFPB even more clearly reoriented its investigation away from disparate impact doctrine. It did not ask for distinct building blocks, nor did it try to establish a hypothetical counterfactual to understand what would happen if the model were removed.

---

268 Critical as to this method: Student Borrower Protection Center (2020), p. 21 fn. III but see above D.III.2.a. for a critique of the mystery shopping exercise.
270 CFPB (2019).
271 See above D.III.2.
272 On this argument see Langenbucher/Corcoran (2022), p. 156.
Rather, the CFPB mentioned a Model Risk Assessment Plan which Upstart is required to follow.\textsuperscript{273} This includes model documentation as well as monitoring how Upstart’s customer population and model performance change over time. The CFPB explicitly asked for “access-to-credit testing”. What is left from received doctrine is the Bureau testing the “model and/or variables or groups of variables” for disparate impact and predictive accuracy by group as well as “research approaches that may produce less discriminatory alternative algorithms that meet legitimate business needs”. The Bureau’s strategy when dealing with Upstart points beyond received anti-discrimination doctrine and instead aims at controlling the quality of algorithmic decision-making via monitoring its use. In this form, it can be one of the cornerstones of a future regulatory design.

E. Next Steps: Towards a Regulatory Design for Consumer Credit in the Age of AI

The CFPB has not published data on the reasons which explain the asymmetry in origination fees and pricing across protected groups in Upstart’s underwriting model. As described above, there are many possible explanations.\textsuperscript{274} Disproportionate effects can go back to real differences in credit default risk which the model found. In this case, the model reflects existing inequalities in the world and helps with efficient statistical discrimination to allow calculating a risk premium. However, the inequality in output across groups could also be triggered (or compounded) by bias in the data or by bias in the model.\textsuperscript{275} In that case, the model presents an inadequate understanding of the credit default risk of some groups. Yet another explanation looks to Upstart’s business model. Maybe Upstart developed a profile which works especially well for white persons with an educational background in a predominantly white college who do not perform well under standard FICO-metrics. This could explain the surplus in borrowers the CFPB found with its FICO-simulation. Alternatively, Upstart might engage in strategic pricing. Its model could have figured out that the probability to accept less favorable terms was higher in protected communities.

All these explanations evidence how the shortcomings of received anti-discrimination law may be mitigated by an institutional design of consumer credit markets regulation which addresses the novel concerns brought about or compounded by algorithmic decision-making. EU and US law provide model outlines of a future design, each with a different focus. The EU AI Act includes requirements to carefully examine the quality of models and data the lender employs to guarantee that flaws of either do not produce skewed output.\textsuperscript{276} Both, EU and US law give borrowers a chance to rectify incorrect data, given that the lender will not always be able to. The EU GDPR works across the board, the US FCRA targets the underwriting context. Arguably, both regimes need an update.\textsuperscript{277} Additionally, US law provides disclosure in the form of specific notices to borrowers concerning adverse action on a credit application. This includes some information on credit scoring.\textsuperscript{278} Eventually, legislators and regulators will have to address more far-reaching issues such as consumer

\textsuperscript{273} CFPB (2020a).
\textsuperscript{274} See above D.II.3. and D.III.2.
\textsuperscript{276} See below E.I.
\textsuperscript{277} See below E.II.
\textsuperscript{278} See below E.III.
protection against personalized, at times predatory, pricing.\textsuperscript{279} While this paper highlights these areas of future regulation, a detailed discussion is outside its scope.

I. Quality and Governance Control at the Lender

Quality issues of the AI model or the data can hurt both sides of the transaction. The borrower pays too much interest or is not eligible for a loan. The lender leaves money on the table if he denies a loan because the model incorrectly sends the applicant to a statistical bucket, he does not belong in. The EU AI Act\textsuperscript{280} tries to respond to this by treating AI models as high-risk products in need of regulation.\textsuperscript{281} The Act requires risk management systems which include continuous processes and regular updating.\textsuperscript{282} Data governance and management practices look at training, validation, and testing data,\textsuperscript{283} models must be regularly re-trained, and human oversight by “natural persons who have the necessary competence, training and authority”\textsuperscript{284} must be ensured. Along similar lines, authors such as Citron and Pasquale have suggested licensing and audit requirements,\textsuperscript{285} the FTC has initiated an advanced notice of proposed rulemaking and the US AI Bill of Rights talks about safe and effective systems.\textsuperscript{286}

1. The EU AI Act

The EU AI Act introduces a risk-based approach for what it calls “AI systems”.\textsuperscript{287} A small number of AI systems are impermissible. Many face minimal or no compliance requirements and some are considered high risk. AI underwriting and scoring models fall in the high-risk category. Interestingly, the reason for placing them in the high-risk category is that these systems “determine (…) access to financial resources” and their use “may lead to discrimination of persons or groups and perpetuate historical patterns of discrimination (…) or create new forms of discriminatory impacts”.\textsuperscript{288} Still, the AI Act does not engage with a prohibition of discriminatory lending practices but starts from the assumption that it is regulated elsewhere.\textsuperscript{289}

\textsuperscript{279} See below E.IV.
\textsuperscript{280} Proposal for a Regulation of the European Parliament and the Council Laying down harmonized Rules on Artificial Intelligence (Artificial Intelligence Act) of 21 April 2021, COM(2021) 206 final. The text is based on the 4\textsuperscript{th} Presidency Compromise Text of 10 October 2022. For better readability, I refer to this text as: AI Act.
\textsuperscript{281} See Langenbucher (2022); Langenbucher/Corcoran (2022).
\textsuperscript{282} Art. 9 AI Act.
\textsuperscript{283} Art. 10 AI Act.
\textsuperscript{284} Art. 29 para. (1a) AI Act.
\textsuperscript{285} Citron/Pasquale (2014), p. 21 for employment, insurance and health care; id., pp. 24 et seq. on the FTC’s statutory authority to combat unfair trade practices as to scoring.
\textsuperscript{286} FTC (2022) and above D. II.1.b.
\textsuperscript{287} Art. 1(a) AI Act; for credit scoring, German law asks for its own form of quality control, requiring a scientifically approved mathematical-statistical regime which can be shown to be relevant for assessing the probability of relevant behavior, see § 31 Bundesdatenschutzgesetz (but see D.II.3.a. for this rule’s conflict with maximum harmonization of the GDPR).
\textsuperscript{288} Recital (37) AI Act.
\textsuperscript{289} Langenbucher (2022) p. 368; see below E.III.2. on the interplay between the AI Act and the Consumer Credit Directive/2021.
For high-risk systems, the Act follows the logic of regulating dangerous products, similar to the US Blueprint for an AI Bill of rights which lists the need for “safe and effective systems”.\textsuperscript{290} The AI Act (roughly) distinguishes five categories of compliance requirements which focus on data and data governance, technical documentation and record-keeping, transparency, human oversight, and checks on robustness, accuracy and cybersecurity. All these concern professional developers and users only. By contrast, the Act does not address the situation of end-consumers but instead delegates it to the private law of the EU Member States. Looking ahead, the EU Consumer Credit Directive/2021 proposes an anti-discrimination rule.\textsuperscript{291}

Training, validation, and testing data sets are to undergo data governance checks. The drafters aim at data which is “to the best extent possible free of errors and complete”.\textsuperscript{292} They are aware of the pitfalls of collecting alternative data and ask developers to evaluate “availability, quantity and suitability of data sets”\textsuperscript{293}. Developers must make sure their data set has the “appropriate statistical properties”\textsuperscript{294} and reflects specifics of “the geographical, behavioral or functional setting within which the high-risk AI system is intended to be used”\textsuperscript{295}. Additionally, they must identify “data gaps or shortcomings”\textsuperscript{296} as well as “possible biases (…) that lead to discrimination prohibited by Union law”.\textsuperscript{297} To detect these, the proposal permits processing of sensitive data on protected characteristics if this is “strictly necessary for the purpose of bias monitoring”.\textsuperscript{298} The Act requires “appropriate safeguards (…) including technical limitations on the re-use and use of state-of-the-art security and privacy-preserving measures, such as pseudonymisation, or encryption”\textsuperscript{299}.

Developers must run compliance checks on their AI systems before putting them on the market. If they provide high-risk AI systems they must ensure that these systems undergo the relevant conformity assessment procedure and draw up an EU declaration of conformity.\textsuperscript{300} Following the EU’s new legislative framework (NLF),\textsuperscript{301} the developers of the product carry out these conformity assessments.\textsuperscript{302} For some products this involves a conformity assessment body, a private entity which Member States designate to run conformity assessments.\textsuperscript{303} Developers of AI systems which are

\textsuperscript{290} Available at https://www.whitehouse.gov/ostp/ai-bill-of-rights/ (last access 27 October 2022).
\textsuperscript{292} Art. 10 para. (3), recital (44) AI Act.
\textsuperscript{293} Art. 10 para. (2) AI Act.
\textsuperscript{294} Art. 10 para. (3) AI Act.
\textsuperscript{295} Artt. 10 para. (4), 13 para. (3) lit. b no. i AI Act.
\textsuperscript{296} Art. 10 para. (2) lit. g AI Act.
\textsuperscript{297} Art. 10 para. (2) lit. f AI Act.
\textsuperscript{298} Art. 10 para. (5) AI Act.
\textsuperscript{299} Art. 10 para. (5) AI Act.
\textsuperscript{300} Artt. 43 et seq. AI Act.
\textsuperscript{303} See https://ec.europa.eu/growth/tools-databases/nando/ (last access 27 October 2022).
financial institutions under Union financial services legislation already follow a special compliance regime of regulated industries. A financial institution which uses a high-risk AI system fulfills various monitoring obligations of the AI Act by complying with the relevant Union financial services legislation.\(^{304}\)

To ensure adequate market surveillance, Member States designate national competent authorities.\(^ {305}\) The AI Act’s institutional design combines a sectoral with an omnibus oversight approach,\(^ {306}\) depending on the entity which uses the AI model or puts it on the market. As an integral part of financial services oversight, the banking regulator will supervise compliance with the AI Act if there is “a direct connection with the provision of those financial services”\(^ {307}\) and unless the Member State has identified another relevant authority.\(^ {308}\) However, not all entities which are involved in scoring or in extending credit of some sort are financial institutions. Many Fintech platforms are not,\(^ {309}\) nor are scoring agencies, insurance companies\(^ {310}\) or companies which the AI Act refers to as offering “essential private services” such as housing, electricity, and telecommunication. These non-banks fall under the jurisdiction of newly to be established regulatory agencies, entrusted with monitoring use and development of high-risk AI. Additionally, AI regulatory sandboxes are geared towards promoting innovation.\(^ {311}\)

The AI Act does not address private litigation.\(^ {312}\) In line with its spirit of product regulation, it speaks to developers and professional users, not to retail consumers or borrowers. A right to complain to market surveillance authorities is included,\(^ {313}\) but private rights of action for damages of retail borrowers fall under EU and Member State law. Additionally, a novel proposal for a EU AI Liability Directive\(^ {314}\) takes up some of these claims. While the plaintiff must establish defectiveness of the product, the damage suffered and causation, the Directive includes a presumption of defectiveness and of causation in certain situations. The drafters of the reform start from the assumption that fault-based liability, when faced with the complexity, autonomy, and opacity of AI, makes it impossibly hard for plaintiffs to establish a case. For non-contractual liability, the proposal shifts the burden of proof to the defendant and includes discovery provisions for plaintiffs seeking damages.

\section*{2. Challenges for Quality Control}


\(^{305}\) Art. 59 AI Act.

\(^{306}\) See Langenbacher (2020) advocating a sectoral approach.

\(^{307}\) Art. 63 para. (4) subpara. (1) AI Act.

\(^{308}\) Art. 64 para. (4) subpara. (2) AI Act.

\(^{309}\) Art. 37 Consumer Credit Directive/2021 requires Member States to ensure that Fintech platforms which match lenders and borrowers (“credit intermediaries” and “providers of crowdfunding services”) fall under licensing and supervision by an independent competent authority.

\(^{310}\) See recital (37), Annex III para. 5 lit. e AI Act.

\(^{311}\) Artt. 53 et seq. AI Act.

\(^{312}\) See recital (5a) AI Act.

\(^{313}\) Art. 63 para. (11) AI Act.

One of the starting points of the EU AI Act is the assumption that an AI scoring outfit that uses historically biased training data will often come up with underwriting models which present a snapshot of reality at some point in time.315 Its value for assessing borrowers then depends on the match between the snapshot and today’s world. If the way in which today’s world is different from yesterday’s world does not matter for credit default risk, using old data might not hurt much. But if the training data implies, for instance, restrictions on taking out loans or an income distribution across sex or race which do not correctly represent today’s world, the model will come up with skewed scores. The same is true if the score attributed to applicants who share features of historically privileged communities is higher than what their actual situation suggests.

Against this background, there seems to be a straightforward solution: Why not run compatibility checks between yesterday’s and today’s world? Unfortunately, a core problem for controlling for biased data is not only about identifying the extent of that match. In many cases, the lack of compatibility is not apparent, or the problem extends to choosing variables. An often-cited example for this latter concern has to do with a decision-making algorithm used by US hospitals. The algorithm allocated patients to programs improving care for those with complex medical needs.316 A machine-learning (ML) research team at UC Berkeley received data from a hospital to work on ML and health care services. The researchers were surprised to find lower risk scores for Black persons which were equally sick as white persons who were assigned higher scores. They found that the algorithm looked to total health-care costs per year as the variable to assess risk scores. However, as an indication of how sick a person is, this proved wrong for Black persons. Health care administered to them cost considerably less per year than health care provided to a white person with a similar health profile. As a result, Black persons had to be much sicker than white persons to be allocated the same risk score. Put differently: They had to wait much longer to receive the personalized care for patients with complex medical needs.

The example illustrates the plethora of problems. One problem has to do with awareness of data or model quality. Without the researchers and their statistics, the problem with the model’s choice of variable might not have been detected at all.317 A possible fix for this are regular model audits which include a thorough examination of the underlying variables and assumptions.318 Variables can be fitted to subgroups, if the traits “are more predictive for one race than for another”, as Hellman suggests.319 This strategy can help to cope with the example discussed earlier where non-performance was used as a core variable but implied different things across groups.320 If a model attributes equal weight to non-performance across groups of borrowers, this might not adequately reflect credit default risk of each person in the population. If one group of the population consistently faces higher

---

315 See above C.I. and Hurlin et al. (2021), p. 3 on using training data based on past decisions made by biased loan officers.
316 Obermeyer et al. (2019); on this example Burrell/Fourcade (2021); Langenbucher (2020), p. 555; Ledford (2019).
317 On a related point see von Ungern-Sternberg in Mangold/Payandeh (2022), note 20.
318 Ledford (2019); see the “equity assessments” which the US Blueprint for an AI Bill of Rights suggests under Algorithmic Discrimination Protections, available at https://www.whitehouse.gov/ostp/ai-bill-of-rights/ (last access 27 October 2022).
319 See Hellman (2020), pp. 853 et seq, providing examples which have been discussed in the literature.
320 See above C.I.
interest rates despite being similarly situated, the probability of default in that group will be higher.\footnote{321}{See O’Neill (2016), p. 144: “nasty feedback loop”.} The reason for this is not the initially lower creditworthiness of each member of this group, but the higher burden to pay back. To raise awareness in those and similar situations, diverse coding teams and awareness trainings have been suggested as a step towards better model quality control.\footnote{322}{Benjamin (2019).} The AI Act requires that “high-risk AI systems that continue to learn after being placed on the market or put into service shall be developed in such a way to eliminate or reduce as far as possible the risk of possibly biased outputs influencing input for future operations (‘feedback loops’)”.\footnote{323}{Art. 15 para. (3) subpara. (3) AI Act.}

Still, there are no easy and straightforward fixes. Better variables to predict risk might be hard to find. The users of the model might prefer to go ahead with an imprecise model, rather than with no model at all. This is especially true if the imprecise model still performs better than biased and cognitively limited human credit officers.\footnote{324}{Ledford (2019); reaching the same conclusion for the criminal justice system: Mayson (2019), p. 2277; however, see Kim (2022), p. 5 in the context of the inability of AI underwriting models to learn from false negatives (see C.III above): “one of the claimed benefits of AI – its ability to learn over time – is far more limited when used to make decisions about people”.}

Additionally, the example of the hospital algorithm concerns a conscious choice of variable (total health care costs per year) by the coders. If ML algorithms take over the process of choosing variables and attributing weight to them, quality checks are much more challenging.\footnote{325}{Citron/Pasquale (2014), p. 5.} Reverse engineering to identify a set of core variables has been proposed as a model quality check. Competition between AI models is another approach. Data audits can help if some groups are penalized because of a lack of relevant data on the members of this group. None of these strategies will necessarily help with historical bias when conditions change.\footnote{326}{Benjamin (2019).} Take, for instance, a rule under which married women were not eligible for credit unless their husband signed the loan contract. It is one thing to have the model integrate the change between yesterday’s and today’s world, once legal reform allows unmarried women to sign a loan on their own. But (like the opaque bundles of proxies discussed above) the status as a married woman will be encoded redundantly in many other variables. Tweaking the model by fitting it to the subgroup of unmarried women will, for some time, make the model less precise for lack of data on that subgroup.

II. Consumer Rights to Rectify Incorrect Data

The EU AI Act has focused on the quality of algorithmic decision-making at the lender. However, information gathered from sources such as social networks, internet usage or behavioral tests is considerably more prone to mistakes and misunderstandings than traditional credit reporting data.\footnote{327}{See above C.} Lenders are not able to remedy these flaws if they outsource data collection. It follows from there, that regulators and legislators must provide tools for borrowers to rectify flawed data, possibly also to incentivize them to use these tools.

322 Benjamin (2019).
323 Art. 15 para. (3) subpara. (3) AI Act.
324 Ledford (2019); reaching the same conclusion for the criminal justice system: Mayson (2019), p. 2277; however, see Kim (2022), p. 5 in the context of the inability of AI underwriting models to learn from false negatives (see C.III above): “one of the claimed benefits of AI – its ability to learn over time – is far more limited when used to make decisions about people”.
325 Citron/Pasquale (2014), p. 5.
326 See above C.
327 See above C.III.
In the US\textsuperscript{328} credit reporting agencies collect various data on consumers in a credit report. This is mostly financial data such as payment history, loans, and current debt, additionally personal data on place of work, home, prior arrests, lawsuits, or bankruptcy.\textsuperscript{329} Credit reporting agencies furnish data to lenders or scoring agencies, but do not themselves develop a score.\textsuperscript{330} The most well-known credit scoring agency is FICO.\textsuperscript{331}

Credit reporting in the EU varies across Member States.\textsuperscript{332} The German SchuFa, as an illustration, stores personal information on place of residence, along with financial data such as bank accounts, mobile phone contracts, payments in instalments, or collection procedures.\textsuperscript{333} SchuFa does not collect the data itself. Instead, companies which are in long-term contractual relationships with customers, such as banks, telecommunication companies, or mail-order companies, furnish SchuFa with this data.\textsuperscript{334} Based on that data, SchuFa develops a credit score which SchuFa’s contractual partners may access.

US and EU law in that space diverge much more markedly than in anti-discrimination. The US follow a sectoral approach, targeting the role of credit reporting agencies and providing certain rights for consumers to access and rectify data and get information on their credit score.\textsuperscript{335} The EU has not yet explicitly harmonized credit reporting or credit scoring across Member States. However, collection, processing, and furnishing of personal data\textsuperscript{336} fall under the GDPR. Credit reporting agencies and lenders must provide justificatory reasons to lawfully collect and use the data. Additionally, they must inform consumers (the “data subjects”) when they collect data and what its purpose is. Consumers have rights to access personal data and demand rectification.\textsuperscript{337} The Consumer Credit Directive/2021 outlines which data may be used for an underwriting decision and includes some general rules on credit reporting.

1. US Law

The US have since the 1970s a statutory framework in place, regulating certain consumer rights as to credit reporting and scoring. The FCRA provides safeguards for borrowers who want to dispute completeness or accuracy of a credit report.\textsuperscript{338} Additionally, under section 615(a), (h), lenders must provide a risk-based pricing notice. It discloses that the lender used a credit report, which furnished information beyond the lender’s own files or information the applicant provided. Its purpose is to

\begin{itemize}
\item \textsuperscript{328} The most well-known ones are Equifax, Experian and Transunion.
\item \textsuperscript{329} For the US see: https://www.usa.gov/credit-reports.
\item \textsuperscript{330} For the US see: https://www.usa.gov/credit-reports.
\item \textsuperscript{331} https://www.fico.com/en/products/fico-score.
\item \textsuperscript{332} Recital (49) Consumer Credit Directive/2021, ensuring cross-border access to private or public databases across Member States.
\item \textsuperscript{333} https://handbookgermany.de/en/schufa.
\item \textsuperscript{334} https://handbookgermany.de/en/schufa.
\item \textsuperscript{335} Comparative overview at Langenbucher (2020), pp. 534 et seq.
\item \textsuperscript{336} Defined in Art. 4 para. (1) GDPR (requiring information relating to an identifiable natural person); see exception under Art. 2 para. (2) GDPR.
\item \textsuperscript{337} Langenbucher (2020), pp. 536 et seq.
\item \textsuperscript{338} 15 U.S.C. § 1681(i)(a)(1)(A); Langenbucher/Corcoran (2022), p. 162.
\end{itemize}
allow the applicant to verify the information in the credit report. An applicant can notify the FTC which will conduct a reasonable reinvestigation to determine the accuracy of the information and, if incorrect, have it deleted. In that way, the statute strikes a balance between the interests of lenders in statistical discrimination and the consumers’ right to accuracy of information and, to some extent, financial privacy.

Consumer rights under the FCRA turn on a data aggregator qualifying as a “consumer reporting agency”. Only then does the data aggregator face compliance requirements, enforced by the FTC and the CFPB. Solely consumer reporting agencies must comply with a consumer’s request to access data which the data aggregator has furnished to third parties and to rectify incorrect entries.

However, many data aggregators which collect and process the vast input of non-financial information currently operate outside that regulatory perimeter. To qualify as a consumer reporting agency under the FCRA, the person must regularly engage in the practice of assembling and evaluating consumer reports. The FTC has understood evaluation as “appraising, assessing, determining or making a judgment on such information”. “An entity that performs only mechanical tasks in connection with transmitting consumer information is not a consumer reporting agency”. Instead, persons which perform mechanical tasks of this type are qualified as a “conduit” only.

Various data aggregators have claimed that they should be understood as a conduit, and the FinTech lending platforms qualified as evaluating the consumer report. The CFPB seems more open to bringing data aggregators under its jurisdiction. Section 1033 of the Dodd-Frank Act is cited towards that end and competitors of Fintech firms from the banking industry are urging the Bureau to do so.

On the one hand, this suggests that even the minimum requirement of being able to access data and rectify flawed data is for alternative data not guaranteed under US law. Arguably, AI underwriting models and big data suggest an overhaul of the statutory rules. To that end, many US states have started to introduce privacy laws or are in the process of doing so. The FTC has published an advanced

339 On the combination with an ECOA notice see below E.III.
342 Section 1033 of the Dodd-Frank Act transferred rulemaking responsibilities under FCRA from the FTC to the newly established CFPB. Enforcement authority rests with the FTC.
346 Kim/Hanson (2016), pp. 21 et seq.
347 FTC (2011) p. 29; see for a narrow reading of the LexisNexis product “Accurint” which was not considered delivering “credit reports”: Kim/Hanson (2016), p. 28.
348 Id., p. 29.
349 NCLC (2020), p. 8; see the Ninth Circuit on a similar argument when it decided that Fannie Mae was not a consumer reporting agency, Zabriskie v. Federal National Mortgage Association 912 E.3d 1192 (9th Cir. 2019); but see Kim/Hanson (2016), pp. 30 et seq. for other courts reaching a different conclusion.
350 CFPB (2020b), pp. 71009 et seq.
351 ABA (2022).
352 On further concerns (difficulty for furnishers to determine whether information they have provided is negative and therefore requires notice to be sent to the consumer): Langenbucher/Corcoran (2022) p. 163.
notice of proposed rulemaking, and the US Blueprint for an AI Bill of Rights includes a right to privacy. On the other hand, the FCRA risk-based pricing notice provides rough contours of a future tool to encourage borrowers to verify data underlying a credit decision, even if further work is required to understand what verifying alternative data could look like.

2. EU Law

EU law does not face the problem of having to fit data aggregators under a narrow statutory definition such as the US FCRA’s “credit reporting agency”. The GDPR allows to qualify traditional credit reporting agencies as well as novel data aggregators and Fintech platforms as data processors. Irrespective of the type of entity involved in collecting or processing personal data, any such action is only lawful according to a list of justificatory reasons. At first glance, consent by the borrower seems a natural justificatory reason. However, the standard for freely given consent is strict. Additionally, consent is under the GDPR revocable. Hence, data aggregators typically look for different justificatory reasons. The most relevant reasons ask for a request of the data subject prior to entering into a contract, or for legitimate interests of the lender. Should the data collected involve protected categories, the GDPR additionally requires explicit consent. Under the EU Digital Markets Act (DMA), entered into force on 1st November 2022, data aggregators can not necessarily rely on consent if they qualify as a gatekeeper. This new restriction for gatekeepers covers the combination of personal data which the gatekeeper obtains as part of its core service with data from other platform services it provides. It also rules out “legitimate interest” as a justification for combining or cross-using data.

The EP’s amendment to the Commission’s proposal for the Consumer Credit Directive/2021 introduces a right for consumers to be notified of any negative credit data along with a requirement

353 FTC (2022).
354 Available at https://www.whitehouse.gov/ostp/ai-bill-of-rights/ (last access 27 October 2022).
355 Below E.III.
356 Below E.II.2.
358 In more detail Langenbucher (2020), pp. 534 et seq.
359 Art. 6 para. (1) lit. a GDPR.
360 Art. 6 para. (1) lit. b GDPR.
361 Art. 6 para. (1) lit. f GDPR.
362 Art. 9 GDPR.
364 Art. 2 para. (1), (3), (5) DMA.
for national competent authorities to conduct regular audits on databases to assess their compliance with the GDPR\textsuperscript{366} and to ensure that complaint procedures are in place for consumers.\textsuperscript{367}

Along those lines, the GDPR and the Consumer Credit Directive/2021 provide borrowers with robust rights to access personal data a credit reporting agency holds on them.\textsuperscript{368} This covers both, traditional and alternative data. Any data controller must inform the person from whom it collects data and to explain how to get access. Applicants can request confirmation on whether an entity processes personal data on them and what the purpose of such processing is.\textsuperscript{369} Additionally, consumers have rights to rectification and erasure.\textsuperscript{370}

In theory, these are core tools, permitting consumers to verify that credit is not denied due to incorrect data. Lenders profit to the extent that their models are trained on verified data. In practice, it is often hard to incentivize consumers to use these tools, especially as far as alternative data is concerned. The US FCRA-notice explained above\textsuperscript{371} and the EU rights under the GDPR share this concern. Depending on the type of alternative data, it might not be evident what rectification of flawed data would look like. While this is evident for facts such as name or address, it is less clear when data on taste in music, number of typos in text messages or speed when filling out an online form is at stake. The number of collectors of alternative data is as vast as the potential purposes for which they collect data. To comply with the requirement to inform consumers, data aggregators use highly standardized tools which often amount to a tick-the-box-exercise.\textsuperscript{372} Rational apathy of consumers is a natural consequence.\textsuperscript{373} This might be mitigated if consumers were alerted again when data is used in a credit context. However, once information is lawfully collected by the data aggregators,\textsuperscript{374} there is under the GDPR no additional requirement to inform the consumer again when he furnishes the data to a lender, to a credit reporting or scoring agency. In contrast with the EU, this is an advantage of the US institutional design. As discussed in the following section, it provides disclosure in the form of specific notices on the use of data in an underwriting situation.

III. Consumer Rights to be Informed About Scoring and the Reasons for Denying Credit

\textsuperscript{368} Art. 13 GDPR regulates the data the entity collects, Art. 14 GDPR includes data received from third parties, Art. 15 provides a right of access, see Langenbucher (2020), pp. 539 et seq; von Ungern-Sternberg in Mangold/Payandeh (2022), note 93.
\textsuperscript{369} Art. 15 GDPR.
\textsuperscript{370} Artt. 16, 17 GDPR.
\textsuperscript{371} E.II.1.
\textsuperscript{372} On US law see Awrey/Macey (2022); FTC (2022), pp. 51274 et seq.; see Art. 34 EU Consumer Credit Directive/2021 on requiring Member States to promote financial education.
\textsuperscript{373} Langenbucher (2020), pp. 535--536.
\textsuperscript{374} Art. 13 para. (1) lit. e GDPR requires this information only when collecting the data. If the creditor processes data collected by a data aggregator, the creditor must inform the applicant under Art. 14 para. (2) lit. f GDPR. Banks typically provide for such information in their general terms and conditions.
Credit scores are one of the main building blocks of an underwriting decision.\textsuperscript{375} Their highly standardized traditional metrics, but also their algorithmic version, driven by big data, have both been blamed for discriminatory lending practices.\textsuperscript{376} Against this background, consumers have an interest in understanding how their score is built. Lenders, by contrast, will be reluctant to sharing proprietary information. Especially if alternative data are included, there is an additional risk of gaming the system.\textsuperscript{377} A scoring agency that found attributes which are particularly predictive of credit default risk, for instance having a dating or a finance app installed, has little interest in disclosing that. The fear is that as soon as potential borrowers become aware, they will react and delete (or install) the relevant app. For the scoring agency, this means losing a variable which was easy to establish and had good predictive force.\textsuperscript{378}

\section{US Law}

Under US law, applicants for a loan receive specific information on any adverse action of the lender. This serves two policy goals: First, the notice enables the applicant to check that no discriminatory reasons underly the adverse action. Second, it allows to make sure that no incorrect data is used in the credit report.\textsuperscript{379} Section 202.9(a)(2)(i), (b)(2) of Regulation B, implementing the ECOA’s anti-discriminatory goals, gives consumers a right to a statement of specific reasons for adverse action on a credit application (“ECOA notice”). According to the official interpretation of this rule,\textsuperscript{380} if failure to meet the lender’s credit score threshold is the reason, he must disclose “those factors actually scored in the system”, “No factor that was a principal reason for adverse action may be excluded from disclosure. The creditor must disclose the actual reasons for denial (for example, “age of automobile”) even if the relationship of that factor to predicting creditworthiness may not be clear to the applicant”. As noted above,\textsuperscript{381} section 615(a), (h) of the FCRA requires lenders to provide a risk-based pricing notice. Its goal is to disclose that the lender used a credit report and allow the applicant to verify the information in the credit report. If the lender combines both notices, disclosing that a credit report was used does not satisfy the ECOA notice requirement. The lender must identify which reason(s), revealed in the credit report, drove the adverse action.

The requirement to provide specific reasons was developed against the background of standard information contained in credit reports and the experience of discriminatory lending practices. It remains to be seen how regulators will interpret these rules when faced with algorithmic scores, based on bundles of big data variables and black-box algorithms. However, like the FCRA-notice discussed above,\textsuperscript{382} it is worth noting both, the anticonsument-friendly spirit of that law and the attempt to provide a tool, targeting the underwriting situation. This latter aspect distinguishes the US regulatory

\textsuperscript{375} Above A.
\textsuperscript{376} Above B.
\textsuperscript{377} See Citron/Pasquale (2014), pp. 29 et seq.
\textsuperscript{378} Langenbacher (2020), pp. 542 et seq.
\textsuperscript{379} Above E.II.
\textsuperscript{381} Above E.II.
\textsuperscript{382} E.II.1.
design from its EU counterpart which follows an omnibus approach across all instances of data collection.

2. EU Law

a) The GDPR

The EU GDPR does not provide a distinct tool requiring lenders to disclose their reasons for denying credit.\(^{383}\) Under its general rights to access personal data, the borrower must be informed about some of the ingredients of an underwriting decision, as it were. However, courts have so far not extended this to disclosing the proprietary models lenders or scoring agencies use to evaluate creditworthiness.\(^{384}\) Having said that, there is a case pending at the ECJ, involving the German credit scoring agency SchuFa.\(^{385}\) It concerns denial of credit to an applicant after the SchuFa had produced a negative credit score to the lender. The applicant requests detailed information on individual variables used and on their weight in its scoring model. The court referred the case to the ECJ for an interpretation of Art. 22 GDPR. This rule prohibits decisions based solely on automated processing, subject to a list of justificatory reasons.\(^{386}\) If scoring qualifies as automated decision-making under Art. 22, the consumer’s right to access his data extends to “meaningful information about the logic involved” (in automated processing) “as well as the significance and the envisaged consequence of such processing”.\(^{387}\) A similar requirement concerns the moment of data collection.\(^{388}\) It remains to be seen how the ECJ will balance access to data against the lender’s rights concerning proprietary business secrets.\(^{389}\) Recital (15) explains the rule on automated processing as an attempt at being technology neutral and preventing circumvention. However, recital (71) goes beyond that limited goal. It is the only time where the GDPR explicitly mentions the underwriting context, referencing the “automatic refusal of an online credit application” and linking it to profiling\(^{390}\) based on various variables. Recital (71) does not prohibit automated decision-making, but mentions justificatory reasons, including consent and “suitable safeguards”. Among these, the recital lists “human intervention, to express his or her point of view, to obtain an explanation reached after such assessment and to challenge the decision”.

The GDPR tool on automated processing differs from both, the US rule requiring an ECOA notice and the FCRA. The ECOA has discriminatory lending practices in mind and aims at furnishing the borrower with a tool to detect such practices. The FCRA ensures access to data for the purposes of

\(^{383}\) But see below E.III.2.b. on the Consumer Credit Directive/2021.


\(^{385}\) C-634/21, Request for a preliminary ruling, 15 October 2021; on SchuFa see above E.II.

\(^{386}\) These include: the necessity for entering into or performance of a contract, Art. 22 para. (2) lit. a, authorization by the Member State, lit. b, or explicit consent, lit. c. For the exceptions under lit. a and c, the data controller must provide a right to obtain human intervention and to contest the decision, Art. 22 para. (3). Additional requirements concern decisions which involved protected categories, Art. 22 para. (4).

\(^{387}\) Art. 15 para. (1) lit. h GDPR.

\(^{388}\) Art. 13 para. (2) lit. f GDPR.

\(^{389}\) See recital (4) on “the right to the protection of personal data (…) considered in relation to its function in society and (…) balanced against other fundamental rights, in accordance with the principle of proportionality”; further see below E.III.2.b. on a similar provision in the Consumer Credit Directive/2021.

\(^{390}\) Defined in Art. 4 para. (4) GDPR.
verification. The GDPR, more broadly, puts data protection in the context of fundamental rights and, against that background, tries to capture the situation of natural persons faced with a machine. Adopted almost 50 years after the FCRA and the ECOA, the GDPR is already familiar with the risks now materializing in the form of big data and algorithmic decision-making. Still, the spirit of both laws is similar in one respect, namely the attempt to grant the consumer a right to get meaningful information. The challenge for both is to understand what this entails for algorithmic underwriting practices.

b) The AI Act and the Consumer Credit Directive/2021

The two pieces of EU legislation which are currently in the making, the AI Act and the Consumer Credit Directive/2021, engage with scoring and credit underwriting when faced with algorithmic decision-making. As noted above, while the AI Act takes the risks of discriminatory practices as the policy goal for placing algorithmic credit scoring and underwriting in the high-risk category, consumer rights are outside its scope. Instead, the Consumer Credit Directive/2021 explicitly prohibits discriminatory lending practices.

Somewhat similar to the ECOA notice, the Consumer Credit Directive/2021 requires the lender to inform the consumer of a denial of credit if “the application is rejected on the basis of a consultation of a database”. The rule mentions automated processing being involved. However, in contrast to the ECOA, it does not include an obligation to give specific reasons. Furthermore, the policy goal of this rule does not seem to have discriminatory lending practices in mind. Instead, it aims “to prevent irresponsible lending practices and overindebtedness”.

Linking the Consumer Credit Directive/2021 to the GDPR, the Directive requires lenders who use profiling or automated processing to make sure that consumers have the right to obtain human intervention. Additionally, the Directive takes first steps at engaging with the balance between the rights of consumers to be informed against the interests of lenders in their proprietary trade secrets. The Commission has included a right to “request a clear explanation of the assessment of creditworthiness, including on the logic and risks involved in the automated processing of personal

---

391 See recitals (1), (2).
392 See below E.III.2.b.
393 Above E.I.
394 Above D.III.
395 Art. 19 para. (4) final draft of the European Parliament, amendment 160, available at https://www.europarl.europa.eu/doceo/document/A-9-2022-0212_EN.html; includes the categories of data taken into account. Additionally, the EP proposed to amend recital (50) to require information of consumers on new negative data being entered into a credit reporting database and to include procedures for consumers to challenge the content of credit databases and the outcome of database searches.
396 Art. 18 para. (1). The amendment proposed by the EP seeks to entreat EBA with the power to develop guidelines on the type of data to be used for creditworthiness assessments, see amendment 135 to Art. 18 para. (2) subpara. (1a), new, available at https://www.europarl.europa.eu/doceo/document/A-9-2022-0212_EN.html.
398 Above E.III.2.a. on this question under the GDPR, pending at the ECJ.
data as well as its significance and effects on the decision”. Member States must ensure that consumers have a right to contest the decision.\footnote{Art. 18 para. (6), the EP’s amendment changes the wording. Instead of contesting the decision, it proposed to include a right to request a review, see amendment 149 available at https://www.europarl.europa.eu/doceo/document/A-9-2022-0212_EN.html.}

The EP aims to provide even more detailed insight into the scoring process. It proposes to include a requirement to inform on “the categories of data processed as part of the assessment and the weighting of each category in the decision”.\footnote{Amendment 148 available at https://www.europarl.europa.eu/doceo/document/A-9-2022-0212_EN.html.} This responds to the concern that, today, we can only speculate which sets of applicants will in the long-term profit from AI underwriting. We might eventually be looking at outcomes which do not reflect what the current legal framework of anti-discrimination laws has in mind.\footnote{See Wachter (2022), pp. 15–29.} Consider, for instance, AI underwriting models which lead to unanticipated imbalances in the distribution of loans outside the definition of protected groups: persons who do not take care of regularly updating their software, who do not have a social media presence, whose IoT fridge often signals a lack of alcoholic beverages or who regularly google information on moving houses. They might find it hard to get a loan approved, irrespective of their sex, race, or religion. However, the compatibility of a right along these lines with black-box AI and neural networks is unclear, if these make it hard or altogether impossible to establish which one of these variables drive an AI’s score. The question is not addressed in the amendment proposed by the EP.

Furthermore, the Directive directly targets the use of alternative data. It starts from the assumption that the data lenders look to when checking credit default risk should be financial data. These concern “the consumer’s income and expenses and other financial and economic circumstances”.\footnote{Art. 18 para. (2) Consumer Credit Directive/2021, see recital (47) referencing the EBA guidelines on loan originating and monitoring.} This information must be “relevant and accurate” as well as “appropriately verified”.\footnote{Art. 18 para. (2).} Additionally, the EP’s proposal introduces a prohibition for creditors\footnote{Defined in Art. 3 (2).} to use and providers of crowdfunding services\footnote{Defined in Art. 3 (4).} to hold sensitive data\footnote{This comprises “personal data revealing racial or ethnic origin, political opinions, religious or philosophical belief, or trade union membership, and the processing of genetic data, biometric data (…), data concerning health or data concerning a natural person’s sex life or sexual orientation”, Art. 18 para. (2) subparra. (2a), Art. 19 para. (3) final draft of the European Parliament available at https://www.europarl.europa.eu/doceo/document/A-9-2022-0212_EN.html.} and “data collected from digital social networks”.\footnote{Art. 19 para. (3) final draft of the European Parliament.} Credit intermediaries\footnote{Defined in Art. 3 (12).} are not addressed, hence, it remains to be seen whether these will include social networks when scoring. Arguably, given redundant encoding and flexibility of multivariate regressions, there are limits to meaningful input control along the lines proposed by the EP.

The proposal seems somewhat undecided how to best design a framework taking moral concerns into account. It refrains from explicitly addressing the underlying tension between the chance for more granular predictions at the expense of sensitive personal data nor does it explicitly engage with the potential inclusionary consequences of using big data in credit underwriting. Where the Directive will
eventually land on rights for consumers to access detailed information on the scoring model remains to be seen, including the case under the GDPR which is pending at the ECJ.

IV. Personalized Pricing

Arguably, an overhaul of the regulatory framework for consumer credit underwriting should not stop at updating the traditional toolbox outlined in the previous section but engage with further risks to fair lending which will be compounded by AI models. Their optimization goals do not only assist in finding invisible primes.\(^{409}\) They can also be helpful in identifying applicants which are likely to sign a loan above market price, for instance because they do not have the time or skill for comparison shopping.\(^{410}\) Vulnerable borrowers will often not be aware that the access to the data they provide hurts, rather than helps them.

An AI’s optimization goal is one element of lender’s proprietary trade secrets, defining what the algorithm is looking for.\(^{411}\) A possible optimization goal is credit default, enabling the lender to build groups of borrowers and benchmark his offer against market prices for comparable loans. Under this assumption, one would expect comparable terms and conditions across lenders when faced with similarly situated applicants. Bank regulators as well as courts are likely to encourage, rather than limit the use of AI underwriting models to that end. This seems particularly appealing if algorithms contribute to more granular risk assessment, better risk-adjusted pricing, and in this way contribute to sound and stable financial markets. However, empirical studies have identified inequality in output even for similarly situated persons.\(^{412}\) Borrowers vary in their access to information, their financial literacy, and the urgency of their need for credit. As Fuster and his co-authors have speculated, this could explain unequal outcome across groups which does not track variation in credit default risk but enables pricing above market.\(^{413}\)

The interaction between personalized pricing, risks of credit underwriting, predatory lending and algorithmic models sorting applicants according to vulnerability and financial literacy\(^ {414}\) is beyond the scope of this current paper, safe for highlighting the need for legislators and regulators to engage with this topic. The Consumer Credit Directive/2021 takes a first step by requiring lenders to inform borrowers “that the price was personalized on the basis of automated processing.”\(^ {415}\) However, the key piece of information is not about automated processing, but about understanding that prices differ even for comparably situated borrowers. A regulatory requirement to disclose this to applicants might set some incentives for more comparison shopping, thereby enhancing competition between lenders. The Consumer Credit Directive/2021 does not go that far. To the contrary and despite its moral

\(^{409}\) See above B.
\(^{410}\) Aggarwal (2021), p. 50.
\(^{412}\) Hurlin et al. (2021) offer a methodology to distinguish whether a lender discriminates only for creditworthiness.
\(^{413}\) See above D.I.
\(^{414}\) Introduction at Eidenmüller/Wagner (2021), pp. 50–54; Ernst (2017).
\(^{415}\) Art. 10 para. (3) lit. t; recital (40) in the final draft of the European Parliament for informing consumers about the sources of data used for personalization.
concerns around alternative data, the Commission’s draft explicitly encourages lenders to “personalise the price of their offers for specific consumers or specific categories of consumers based on automated decision-making and profiling of consumer behavior allowing them to assess the consumer’s purchasing power”. This does not allow for discriminatory personalized pricing. Under the US FHA and the ECOA, the US DoJ has discussed this for practices such as “reverse redlining”. However, many targeted offers of this type will escape liability under anti-discrimination laws if they target, for example, students, recent immigrants, or refugees. These lenders do not qualify under anti-discrimination laws unless the loan portfolio is skewed towards protected characteristics.

F. Summary

The potential of big data and AI credit underwriting models to lower search costs for lenders when assessing the creditworthiness of loan applicants marks the introduction to this paper. There is considerable empirical evidence on the achievements of Fintech companies to provide access to finance for groups which have previously found this difficult. Going beyond standard metrics, algorithms and big data can help to identify invisible primes. Along those lines, they provide a useful tool to make more granular predictions than traditional metrics. However, empirical analysis has brought out more troubling findings, too. Studies suggests that Fintech algorithms tend to produce unequal output across groups of loan applicants.

Part B provides an overview on empirical studies which evidence both, the potential for inclusion and for inequality.

Part C summarizes main findings of computer scientists, pointing to different types of model biases, the fact that AI models redundantly encode information in various variables, and concerns about inaccurate data.

Against that background, part D explores how US and EU anti-discrimination laws fare when faced with algorithmic credit underwriting. Its core finding is that received anti-discrimination doctrine is ill-suited to deal with algorithmic discrimination.

Part D.I. introduces the concept of building blocks, understood as input to decision-making. Anti-discrimination law’s received understanding is rooted in distinct building blocks along a chain of causation. Many of these building blocks are harmless, lawful attributes, practices or motivations. Others concern protected characteristics and are considered outright unlawful. A few are facially neutral but suspicious, standing in for a protected characteristic. Implicit is the understanding that there is a limited number of proxies available for human decision-makers. The paper submits that, in the face not only of a massive increase of potential building blocks, but also of bundles of variables

---


417 Available at https://www.justice.gov/crt/housing-and-civil-enforcement-cases-documents-231 (last access 27 October 2022).

which, taken together, accurately predict a protected characteristic, anti-discrimination law’s received concept will lose significance.

Part D.II. discusses US disparate treatment and EU direct discrimination laws. They handle decisions which are made because of protected attributes. D.II.2. finds that, under both jurisdictions, the law does not require a protected characteristic to be the sole building block of a decision but proceeds if it is one of several building blocks. Furthermore, the law does not accept a defense if the lender claims he discriminated for a business reason such as actuarial statistics, rather than “because of” a protected characteristic.

Part D.II.3. moved on to highlighting two hard cases which anti-discrimination law has traditionally faced and which will be compounded by algorithmic credit underwriting. The first hard case concerns drawing a line between protected and neutral characteristics and looks at attempts to circumvent the law by intentionally picking facially neutral attributes which correlate with a protected attribute. The second hard case implicates neutral attributes which imply a protected characteristic, for instance pregnancy implying sex. While both situations do not raise entirely novel concerns, the advent of AI models with their multitude of variables suggests that has been a fringe situation will become the new normal.

Against that background, part D.III. understands US disparate impact and EU indirect discrimination law as the main battleground for algorithmic discrimination. D.III.1. explores whether US disparate impact law extends to credit underwriting, D.III.2. does the same for EU indirect discrimination law. The paper proceeds to establishing two test prongs of received doctrine. D.III.3. summarizes both jurisdiction’s understanding of facially neutral building blocks and D.III.4. takes a brief look at justificatory reasons.

D.III.5. investigates the third hard case which involves identifying the neutral building block in algorithmic credit underwriting. The more variables an algorithm employs, the more difficult this exercise becomes. D.III.5.a. submits that eliminating a facially neutral building block will change the outcome only for limited-input models. For sophisticated algorithms, due to redundant encoding and to the flexibility of multivariate regressions, the model will use stand-in proxies to arrive at the same prediction. This makes the received test unfit to cope with many algorithmic models. D.III.5.b. moves on to explore whether a solution lies in understanding the entire AI model as the building block underlying the decision. For lack of a counterfactual, this strategy is found unhelpful for fully automated models and for human credit officers which rely primarily on the algorithmic recommendation. In these situations, removing the entire model means there are no other factors left which cause the decision. As a last resort, the paper discusses dispensing with the requirement of building blocks altogether if an algorithmic decision is at stake and brings out important concerns with this strategy. Against this background, D.III.c. investigates a US CFPB no-action letter which went beyond received anti-discrimination doctrine by focusing on discriminatory output only. While mentioning downsides of this approach, the paper accepts one element of this strategy, namely the focus on quality and governance of algorithmic decision-making.
Against this background, part E. outlines preliminary contours of a regulatory design for consumer credit in the age of AI. E.I. proposes quality control as one element. This includes technical and governance controls, both as to data and model. Flaws can hurt the borrower, if he is rejected or overpays, and the lender, if he leaves money on the table by refusing a loan which would have been attractive. The paper explores how the EU AI Act has proposed avenues towards quality control of this type.

Part E.II. discusses consumer rights to rectify incorrect data under US and EU law. Given that information gathered from sources such as social media networks are prone to mistakes and misunderstandings, these rights will gain in prominence. Current laws provide consumers with various degrees of rights to access their data, ask for rectification and erasure. E.II.1. presents the US FCRA which focuses on the underwriting context. E.II.2. looks at the EU GDPR which works with omnibus rules. The paper submits that both sets of laws need adjustment to the age of AI credit underwriting, especially with an eye on efficient enforcement.

E.III. explores consumer rights to be informed about scoring and about the reasons for a denial of credit. E.III.1. introduces the US ECOA notice, E.III.2. contrasts this with the EU GDPR and the ongoing reform of the EU Consumer Credit Directive. Part E.IV. offers concluding thoughts on personalized pricing in credit underwriting, a concern which remains outside the scope of this paper.
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